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Abstract

Conversation, Learning

and Informational Cascades

We offer a model to explain why groups of people sometimes converge upon poor decisions and are prone to fads, even though they can discuss the outcomes of their choices. Models of informational herding or cascades have examined how rational individuals learn by observing predecessors’ actions, and show that when individuals stop using their own private signals, improvements in decision quality cease. A literature on word-of-mouth learning shows how observation of \textit{outcomes} as well as actions can cause convergence upon correct decisions. However, the assumptions of these models differ considerably from those of the cascades/herding literature. In a setting which adds ‘conversational’ learning about both the payoff outcomes of predecessors to a basic cascades model, we describe conditions under which (1) cascades/herding occurs with probability one; (2) once started there is a positive probability (generally less than one) that a cascade lasts forever; (3) cascades aggregate information inefficiently and are fragile; (4) the ability to observe past payoffs can reduce average decision accuracy and welfare; and (5) delay in observation of payoffs can improve average accuracy and welfare.
1 Introduction

Historians and social observers have often commented on the ‘folly,’ ‘fickleness,’ ‘mindlessness,’ or ‘madness’ of mass behavior. Such judgements are sometimes arrived at too cheaply with the benefit of hindsight. Nevertheless, the prevalence of fads, and of shifts in behavior without obvious justification, suggests that the problem of error-prone group behavior is real. From a rational perspective, this problem is surprising. In principle, when large numbers of rational individuals communicate their imperfectly correlated signals, decisions should improve greatly.

A possible explanation for the idiosyncrasy of mass behavior is that individuals aggregate information poorly. The literature on informational herding or cascades (see, e.g., Banerjee (1992) and Bikhchandani, Hirshleifer and Welch (1992)) has studied an informational externality problem that arises when individuals learn by observing others.¹ In simplest form, the cascades/informational herding model assumes that individuals’ payoffs are not interdependent so that there is no strategic interaction between players. The basic idea of cascades/herding theory is that an individual who acts rationally based on information gleaned from observation of predecessors makes his own action less informative to later observers than it might otherwise be. An individual may find it optimal to choose an action consistent with the choices or experience of others regardless of his own (possibly opposing) private signal. In such a situation he is said to be in an informational herd or cascade, and his action is uninformative to later individuals. If individuals are ex ante identical, and the only sources of information available to an individual is his private signal and past actions, then all subsequent individuals are also in an informational cascade, and information aggregation ceases. In a path-dependent fashion, the system reaches a precarious equilibrium in which the great mass of individuals make relatively ill-informed decisions, and are therefore prone to shift their behavior in the event of even a modest external shock.²

¹The importance of imitation and observational influence has been documented by numerous studies in fields such as psychology, sociology, zoology, political science, and economics.
²For a review of informational cascades/herding theory, social learning, and applications see Bikhchandani, Hirshleifer and Welch (1998). A recent literature has studied consequences of informational cas-
Existing models of informational cascades/herding essentially almost rule out conversation. These models assume that individuals are unable to observe or discuss outcomes (the payoff consequences of past decisions). A justification for a modelling focus on observation of past actions is the problem of credibility: ‘actions speak louder than words.’ Furthermore, conversation (and email) requires time and attention. However, in many situations it is clearly going too far to discount the effect of words entirely. Ellison and Fudenberg (1993, 1995), and Banerjee and Fudenberg (1999) discuss the importance of word-of-mouth communication in everyday choices among restaurants or auto mechanics, and empirical literature describing how the diffusion of innovation is associated with conversation between potential adopters. Examples include the diffusion of agricultural innovations and the adoption of computer technology. Several studies have found evidence that verbal communication between individuals exerts a strong influence on purchasers’ judgements about a variety of different kinds of consumer products and business factor inputs; see, for example, the citations in Herr, Kardes and Kim (1991). A survey by Shiller and Pound (1989) asked individual investors what first drew their attention to the company whose stock they had purchased most recently. Almost all investors named sources which involved direct personal interaction. Shiller (2000; chapter 8) cites several other studies indicating that conversation plays a crucial role in security investor decisions. Shiller also discusses the importance of the reactions of early viewers of new movies and the resulting word-of-mouth ‘buzz’ that cascades/herding for a variety of social phenomena, such as bank runs, stock market crashes, revolutions, investment decisions, corporate strategic choices, conformity in organizations, aggregation of information in debate, macroeconomic fluctuations, mate choices, the effects of entrepreneurs and social misfits on society, option exercise, public attitudes toward environmental hazards, purchase strategies of buyers, and the pricing of stock offerings; see Banerjee (1992), Bikhchandani, Hirshleifer and Welch (1992), Welch (1992), Chen (1993), Corb (1993), Lee (1993, 1999), Chamley and Gale (1993), Lohmann (1994, 1997), Caplin and Leahy (1994), Khanna and Slezak (1995), Zhang (1997), Khanna (1998), Nelson (1998), Grenadier (1999), Kennedy (1999), Perktold (1999), Avery and Zensky (1999), Kuran and Sunstein (1999), Taylor (1999), and Smith and Sorenson (2000). Anderson (1994) and Anderson and Holt (1997) study the formation of cascades/herding experimentally. Gibson and Hoglund (1993) review animal imitation and discusses possible zoological applications of cascades/herding.
they create.³

On the other hand, if conversation perfectly conveyed all information, we would all know as much as the wisest person in the world. In a thought-provoking essay, Shiller (1995) suggests that there are severe failures in learning through conversation, that these failures may be responsible for poor decisions by society as a whole, and that these problems explain puzzling phenomena in financial markets. We take as given here certain barriers to communication, and explore whether these barriers clog the information pipeline so tightly that large numbers of individuals make ill-informed decisions.

A recent literature on word-of-mouth learning has provided important insights about situations in which individuals learn by observing information about past payoffs as well as actions—but not the private signals—of predecessors. The assumption that signals are not communicated provides an attractive starting point for modelling conversation. It is often easier to convey information about the objective payoff consequences of past actions than about the internal reasons for past actions (i.e., private information signals). Subjective information is harder to convey credibly because it is not directly verifiable, is less salient than payoffs, and is often hard to describe succinctly.

One of the interesting contributions of the word-of-mouth learning papers is to describe settings in which only a modest amount of observability, communication and rationality are needed to generate efficient outcomes. The paper in this literature most relevant for this one is that of Banerjee and Fudenberg (1999), who examine the decisions of fully rational decisionmakers.⁴ Banerjee and Fudenberg (1999) analyze a model consisting of successive

³According to Shiller, “It is well known that the advice of movie critics has less impact than the mass effect of such word of mouth.”

⁴Ellison and Fudenberg (1993) and (1995) examine a setting in which a continuum of individuals make simultaneous decisions in each generation. Players observe a subset of past actions and signals about past payoffs, and make choices using simple rules of thumb that are potentially consistent with rationality. Players can converge to the efficient choice even for rules of thumb that are quite naive. Ellison and Fudenberg (1993) consider a static decision environment, whereas Ellison and Fudenberg (1995) examine the effects of stochastic environmental shifts. There is also a more distantly related literature in which individuals adopt whatever choice they hear about without regard to other information signals.
generations of continua of rational optimizing agents. Individuals choose simultaneously based on sampling and observation of the choices and payoffs of a subset of members of the previous generation. The aggregate state of the population evolves deterministically. If each player samples two or more others, the payoff observation is sufficiently informative, the starting point of the system is known to all, and there are no reporting biases, Banerjee and Fudenberg show that the long run outcome is efficient.

In contrast, under the assumptions of the cascades/herding literature, decisions are inefficient. Since the two strands of literature approaches make several different assumptions, it is not obvious whether introducing communication/observation of payoffs to a setting that allows for path-dependent outcomes and possible cascades would lead to efficient outcomes. The purpose of this paper is to explore this issue. We examine whether the ability to learn about the payoffs of predecessors results in a substantial probability of inefficient decisions by a substantial fraction of the population, and fragile social outcomes.

We do so by combining certain features of the cascades/herding and the word-of-mouth learning literatures that we believe are often reasonable approximations of reality. As in cascades/herding papers and Banerjee and Fudenberg (1999), we examine the decision problems of rational optimizing agents. As in the cascades/herding literature, individuals also receive private signals about value that are unrelated to the actions of predecessors. This can be viewed as information derived from direct study of the project rather than information derived from past payoffs. Thus, in our model a choice between actions conveys information of two different types to later decisionmakers— the information derived from the payoff outcomes, and the private information implicit in the action choice. The model is populated with discrete individuals acting sequentially, which causes the system to evolve stochastically in a path-dependent fashion. Furthermore, as in cascades/herding settings, in our model individuals observe the full history of decisions and payoffs, rather than a small subsample. However, as in the word-of-mouth learning literature, individuals observe signals about the payoff outcomes of past decisions.

Our setting therefore allows much greater observability or communication than either the cascades/herding or the word-of-mouth learning literatures (payoffs not just actions;
all of history rather than a subsample). One might suspect that the opportunity to observe/communicate numerous past payoffs as well as actions would sooner or later dislodge all information blockages, leading to correct choices. However, we describe circumstances in which cascades/herding are in the long run ill-informed (i.e., are mistaken with positive probability). Depending on the early sequence of actions and payoffs, a point can be reached where with positive probability (generally less than one) the remaining individuals choose one action only a finite number of times. In other words, at some point the project is never chosen again. If this happens, uncertainty about the quality of the project chosen infinitely often disappears, but uncertainty about the alternative project persists forever.\footnote{Indeed, in the special case where individuals observe past payoffs perfectly and a project’s past payoff is a perfect indicator of its future payoff, a cascade once formed lasts forever with certainty.}

Just as in the basic cascades/herding literature without payoff observation, cascades/herding can be fragile in the sense that introducing a small external shock can change the behavior of large numbers of individuals. Furthermore, we provide examples in which the ability to observe past payoffs in addition to actions leads to less accurate decisions and average welfare than if only past actions are observable. Intuitively, the observation of past payoffs can trigger inefficient cascades/herding earlier. Payoff information is helpful to an individual who observes it, but this can render his decision less informative to subsequent individuals. Finally, we show that delay in observation of payoffs can improve average decision quality and welfare. Thus, our model is consistent with both learning through conversation about (or observation of) outcomes, and also the stylized facts about conformity and social change discussed at the start of the text.

A distinct literature involving observation of past outcomes studies variations of the multi-arm bandit problem of Rothschild (1974). Multi-arm bandit models generally focus on problems of information acquisition rather than aggregation of information. In Rothschild (1974), there is only one decision maker who plans an optimal policy of experimentation. Bolton and Harris (1999) examine a multi-arm bandit problem with multiple individuals who learn by observing the outcomes of others. All information that is generated is aggregated efficiently. There are no private signals. Inefficient outcomes occur because of an externality
problem. Individuals do not experiment sufficiently because they do not care about the informational benefit to later individuals.$^6$

In contrast with the multi-arm bandit literature, in the word-of-mouth learning papers with a continuum of decisionmakers there is no problem of insufficient experimentation. In these models every project is taken by an infinite number of individuals in the initial round. Experimentation cannot add to the initial information pool. In a stable decision environment, if the information generated thereby were aggregated efficiently, efficient actions would result. Thus, the problem in the word-of-mouth learning literature is one of imperfect information aggregation rather than insufficient experimentation.

Like the multi-arm bandit literature, in our analysis there is a problem of information generation. This arises because there are only finitely many individuals, so that at each stage only a single action is taken. However, unlike the multi-arm bandit literature, in our model each individuals makes only a single decision, so individuals do not intentionally designing strategies to generate new payoff information. Furthermore, in our analysis individuals possess private signals which are aggregated in a socially suboptimal fashion.$^7$ Thus, in our setting there are potential inefficiencies both in generating and in aggregating information signals.$^8$ Our analysis therefore brings together aspects of both the social learning and the multi-arm bandit literatures.$^9$

The remainder of the paper is structured as follows. Section 2 provides a simple example to illustrate the inefficient cascades when there is conversation. Section 3 examines the main

$^6$Aoyagi (1998) examines a two-armed bandit problem played in parallel by multiple players. Players observe the actions of others but not payoffs. Aoyagi finds that players eventually settle on the same arm with probability one.

$^7$Indeed, if private signals were aggregated optimally, in the long run only the efficient action would be chosen.

$^8$Caplin and Leahy (1993) examine a setting where potential industry entrants learn indirectly from the actions of previous entrants by observing industry market prices. However, in this setting observation of the entry decision itself does not provide any information because firms do not possess any private information until after they have entered.

$^9$See also Schlag (1998), who compares the success of imperfectly rational decision rules in a multi-arm bandit setting.
model with transient shifts in payoffs and/or noisy observation of payoffs. Section 4 provides an example to illustrate how observation of payoffs can reduce welfare and decision accuracy. Section 5 concludes the paper. All proofs are in Appendix.

2 Conversation and Cascades: A Simple Example

This section provides a simple example where the start of a cascade/herding ends all experimentation. If such a cascade starts, one of the choice alternatives will never be tried. Thus, inefficient cascades can occur with positive probability, and once started last forever (in the absence of exogenous shocks). In the general model of Section 3, inefficient cascades can occur even if there is a great deal of experimentation. Because payoffs are subject to transient shocks or are observed with noise, we will see there that inefficient cascades can start even when all choice alternatives have been tried any number of times; and that inefficient cascades have a positive probability of being temporary and a positive probability of lasting forever.

Assume there is a sequence of individuals, each of whom decides what project to adopt from a set of projects. Each individual observes the decisions of all those ahead of him. Each individual privately observes an identically distributed and conditionally independent signal about expected profitability of different action choices (projects). The expected gain from each project is the same for all individuals. The realized value of a given project is subject to transient idiosyncratic shocks, i.e., two different individuals may gain different amounts from the same project.

In addition, depending on the scenario, the individual may observe a signal about the payoff outcomes resulting from the action choices of previous individuals. Individuals are ordered sequentially; the order is exogenous and known to all. Since our setting allows for observation of more than in the original cascades/herding models, we need to generalize slightly the definition of a cascade.

Definition: An informational cascade occurs if, based on his observation of others, an
individual’s action does not depend on his private signal.

This definition generalizes the notion of an informational cascade to apply in a setting where individuals can observe more than just past actions, such as the payoff outcomes resulting from past action choices. In the special case of our setting where there is no observation of a signal about past payoff outcomes, Bikhchandani, Hirshleifer and Welch (1992) showed that if the number of individuals is sufficiently large, the probability that an informational cascade/herding eventually starts approaches one. (See also the related results of Banerjee (1992) and Welch (1992).)

**Definition:** An observation structure is long-run inefficient if in the long run the choices made are on average inferior to those made when all information is aggregated optimally.

Implicit in the phrase ‘on average’ is both a probabilistic expectation and averaging over large numbers of individuals. In a scenario in which signals are aggregated perfectly, in the long run everyone makes the correct decision, so if the structure is long-run efficient then almost surely almost everyone chooses the better action.

If cascades/herding lead to a positive probability that wrong decisions are made in the long run, then decisions are long-run inefficient, or in the terminology of Bikhchandani, Hirshleifer and Welch (1992), idiosyncratic. They also show that cascades/herding are fragile. We define fragility formally as follows:

**Definition:** An information regime is fragile at a given point in time if an exogenous additional public disclosure with precision less than or equal to the information signal possessed by a single individual will with positive probability shift the behavior of the next individual.

An important feature of the model is that individuals learn only about the payoffs of alternatives that are actually adopted. As in a multi-arm bandit model, this causes the arrival of new information to depend on past action choices. In addition, we allow payoffs to be subject to transient shocks and/or observation of payoffs to be noisy.

In contrast to traditional multi-arm bandit models, we examine how the actions of an individual affect others. Actual conversation is noisy for several different reasons. Shiller (1995) emphasizes the imperfection of conversation. This may arise from discreteness in conceptual categorizing, from difficulty in putting ideas
owing to action dependence, cascades/herding can form in a regime with observation of past payoffs even if these payoffs are observed perfectly and are perfect indicators of the value of action alternatives.

The basic idea is very simple. Suppose that there are two projects $A$ and $B$. The payoff of project $A$ is either $v_A = 0$ or 2, with probabilities $\mu$ and $1 - \mu$; the payoff of project $B$ is known to all, 1. Individuals receive a series of signals about the value of project $A$ and the distribution of these value signals conditional on the value of project is i.i.d. Each signal has two realizations, $H$ and $L$ and $\Pr(H|v_A = 2) = p, \Pr(H|v_A = 0) = 1 - p$. Let $v_A(S)$ denote the posterior mean when a sequence of signals $S$ is observed. We assume that $\mu$ is such that the prior mean payoff $v_A(0)$ of project $A$ is less than 1 but the posterior mean after receiving one $H$ signal, $v_A(H)$ is greater than 1. Since the payoff of project $B$ is a constant, there is nothing to learn about project $B$.

If the first individual obtains an $L$ signal, which suggests that project $B$ is best, his action reveals the signal he receives. Clearly, the next individual will choose project $B$ if he receives an $L$ signal. The second individual will also choose project $B$ even if he receives an $H$ signal. This is because the posterior mean of project $A$ after observing an $LH$ sequence, $v_A(LH)$, is the same as the prior mean, $v_A(0)$, which by assumption is less than the payoff of project $B$. So if individual 1 chooses $B$, a cascade on project $B$ forms; the next individual chooses $B$ no matter what signal he receives. Observability of past payoffs does nothing to break this cascade, because observation of non-stochastic payoffs on $B$ tells successors nothing about the profitability of project $A$. Thus, in the absence of interfering shocks, inefficient cascades/herding on project $B$ persist forever. If, on the other hand, the first individual selects project $A$, then all uncertainty about $A$ is resolved and the ensuing cascade is always efficient.

If the first individual invests in project $B$, the resulting cascade is idiosyncratic. The true payoff of project $A$ could be higher than $B$, whereas if information of many individuals were aggregated optimally, they would converge upon the correct decision with probability 1.
Furthermore, the inefficient cascades outcome is fragile with respect to exogenous shocks. If the model is modified so that there is a release of a public signal of modest precision at a given date, this can break the cascade and affect the behavior of many later individuals. Consider for example a public signal with the same precision as the private signals that individuals receive. The arrival of a public signal realization of $H$ on $A$ can shatter a cascade on $B$ if the next individual also observes a private $H$ signal. If $A$ is preferable, thereafter all individuals choose $A$ instead of $B$.

In this simple example there can only be an inefficient cascade upon one of the projects, and once the inefficient cascade is broken the correct choice is always made thereafter. In the general model, there is a positive probability of an inefficient cascade on either project. Furthermore, there exist sample paths on which both projects are tried any number of times, yet inefficient cascades persist. Cascades have a positive probability of lasting forever.\[12\]

### 3 A Model with Transient Shocks to Payoffs and Noisy Observation of Payoffs

In the example in Section 2, all individuals who adopt the same project receive the same payoff. We now offer a general model that allows for transient or individual-specific payoff shocks, i.e., payoffs that are stochastic conditional on the project state. We will show that under mild distributional assumptions, even though payoffs are observable, cascades always arise, and with positive probability are incorrect. Thus information aggregation is inefficient relative to a situation in which private signals are aggregated perfectly. For notational simplicity, we first model the case in which observation of past payoffs is perfect. We then will show that this analysis generalizes immediately to the case in which signals

\[\text{\footnotesize{\cite{Vives}}}}\]

\[\text{\footnotesize{\cite{Lee}}}}\]

When individuals observe a noisy summary statistic of past decisions, and the action space is continuous, a continual accumulation of additional information leads to eventual convergence toward the efficient choice (Vives (1993)). The cascades/herding approach focuses on discrete or bounded action spaces, resulting in information blockages and behavioral fragility. The relation between action space and the formation of cascades/herding is studied in Lee [1993].
about past payoffs are noisy.

3.1 Transient or Individual-Specific Payoff Shocks

3.1.1 The Economic Setting

Let there be a sequence of individuals \( i = 1, 2, 3, \ldots \). Each must choose between two project alternatives. The state of project \( n \) is \( u_n \) or \( d_n \) (up or down), \( n = 1, 2 \). Each project has two possible payoffs, \( v_{n1} < v_{n2} \), and the project payoff \( \tilde{v}_n^i \) is stochastic conditional on the project’s state, and its distribution depends on the state but not on the individual. An \( i \) superscript is used to denote the payoff of the project if adopted by individual \( i \). The prior probability that \( \tilde{v}_n^i = v_{nk} \) is denoted \( \mu_k(s_n) \), \( s_n = u_n, d_n \). The project payoffs \( v_n \) of different projects and the project states \( s_n \) are uncorrelated across projects.\(^{13}\) Throughout the paper, we assume that the monotone likelihood ratio property holds, that is, a project at the up state is more likely to have higher payoffs and gives out higher signals.

We apply the concept of perfect Bayesian equilibrium.\(^{14}\) Individuals observe predecessors’ actions and payoffs of the projects they have chosen. Individuals differ not only by their positions in the queue but by the signals they privately observe. Each individual \( i \) observes a vector of conditionally independent and identically distributed direct signals \( \tilde{\sigma}_n^i = (\tilde{\sigma}_n^i_1, \tilde{\sigma}_n^i_2) \), where \( \tilde{\sigma}_n^i \) is a signal about the state of project \( n \), with possible values \( \sigma_{n1} < \sigma_{n2} \). Let \( \Sigma \) denote the set of observable signals. These signals are independent across projects, and (conditional on state) are independent across individuals. Let \( p_q(s_n) \) be the probability that an individual observes signal realization \( \sigma_{nq} \) given that the true state of project \( n \) is \( s_n \). We assume that \( p_q(s_n) > 0 \) for all \( n, q \) and \( s \). Let \( P_q(s_n) \) be the cumulative distribution

\(^{13}\)It is straightforward to extend the model to the case in which the number of projects, the number of possible values from each project and the number of signal values are more than two; the proofs of propositions in the appendix allow for these possibilities. However, to avoid notational complexity in the presentation in the main text we examine the binary case.

\(^{14}\)Since an individual’s payoffs do not depend on what later individuals do, there is no incentive to make an out-of-equilibrium move to try to influence a later player. Thus, without loss of generality, we assume that if any player is observed to deviate from the equilibrium, subsequent individuals have the same beliefs as though he had chosen his correct action.
of $\sigma^i_n$, given the state of the project is $s$, that is,

$$P_q(s_n) \equiv \Pr(\sigma^i_n \leq \sigma_{nq}|s_n) = \sum_{k=1}^{q} p_k(s_n).$$

Let $J^i$ be the set of signal realizations that lead individual $i$ to choose action $a^i$. His decision $a^i$ communicates to others that he observed a signal in the set $J^i$. If $J^i = \Sigma$, then the individual is in a cascade, and individual $i$’s action conveys no information about his signal realization.

Let $a^i$ be individual $i$’s action and let $A^i = (a^1, ..., a^i)$ represent the history of actions taken by individuals 1, 2, ..., $i$. Let $b^i$ be the value payoff from individual $i$’s action and let $B^i = (b^1, ..., b^i)$ represent the history of payoffs from the action of individuals 1, 2, ..., $i$. Given history $A^{i-1}, B^{i-1}$, let $J^i(A^{i-1}, B^{i-1}, a^i)$ be the set of signal realizations that lead individual $i$ to choose action $a^i$.

Then individual $i+1$’s conditional expectation of adopting project $n$ given his own signal realization $\sigma = (\sigma_1, \sigma_2, ..., \sigma_N)$ and the history $A^i, B^i$ is:

$$V_{i+1}^n(A^i, B^i, \sigma) \equiv E[V|\sigma^{i+1} = \sigma, \sigma^k \in J^k(A^{k-1}, B^{k-1}, a^k), \forall k < i + 1]$$

Individual $i+1$ adopts project $n$ if the conditional expectation of project $n$ is larger than that of other projects. When there is a tie, we take the convention that the project listed last on the queue is adopted. That is if $V_{i+1}^n \geq V_{k+1}^n, k \neq n$ and $V_{i+1}^n > V_{k+1}^n, k > n$. Therefore, the inference drawn from $i+1$’s action $a^{i+1}$ is that $\sigma^{i+1} \in J^{i+1}(A^i, B^i, a^{i+1})$.

If all information is aggregated efficiently, then by the law of large numbers, the correct decision will be made by everyone except a finite number of early individuals. Thus, we will use the term ‘long-run efficient’ to refer to a situation where with probability one, all but a finite number of individuals make the correct choice.

We impose a No long-run tie assumption that if individuals learn enough about value by observing predecessors, then they are not indifferent between adopting and rejecting.

**Assumption 1.** No long-run ties. $\bar{v}_{sn} \neq \bar{v}_{s'n'}$ if $n \neq n'$, where $\bar{v}_{sn}$ denote the expected payoff of project $n$ given state of the project is $s$.

---

15This convention does not affect any of the results. For example we can also assume that individuals will randomize among tied projects.
3.1.2 Implications

In this setting inefficient cascades/herding occur.

Proposition 1  If Assumption 1 holds, and individuals can observe both actions and payoffs, then as the number of individuals increases, (i) the probability that cascades/herding eventually starts approaches one; (ii) inefficient cascades/herding occur with positive probability; (iii) there is a positive probability that inefficient cascades/herding last forever; and (iv) if payoffs are subject to nondegenerate transient shocks, the probability that cascades/herding last forever can be less than one.

The intuition is as follows. (i) If individuals try two different projects and thereby observe payoffs many times, by the law of large numbers they will eventually update so much about which alternative is better that someone will start to ‘ignore’ his private signals about project states (i.e., his decision will be independent of his private signals). This starts a cascade.

(ii) Furthermore, an inefficient cascade is possible in this scenario, because at the point at which it is optimal for an individual to conform with the evidence derived from predecessors (through observation of actions and payoffs) despite an opposing private signal, he is still uncertain about which alternative is better. For example, early payoffs may indicate a high expected value for project 1 relative to project 2 even if 2 is better.

(iii) In addition, with positive probability the cascade continues forever. For example, if individuals are cascading on project 1, they do not generate new information about the true mean value of project 2 (given the actual state). This information blockage can prevent people from ever discovering the superiority of project 2. If the state on project 1 is favorable, individuals will tend to continue receiving good news about project 1, in ignorance of the even higher true mean payoff of the alternative project. There is a positive probability that a sequence of low payoffs on project 1 will trigger a temporary or permanent switch to project 2. However, at any point in time there is also a positive probability that no further switch ever occurs.
(iv) It is also possible that the cascade is broken endogenously, because observation of payoffs is noisy. With a long enough sequence of bad payoff outcomes, the cascade can be broken. This holds for both correct and incorrect cascades.

The following example illustrates how inefficient cascades/herding can occur on either project, and how there is a positive probability less than one of an inefficient cascade on either project lasting forever.

**Numerical Example of Inefficient Cascades with Heterogeneous Payoffs**

Individual 1 observes private signals about $A$ and $B$. He therefore has 4 possible information outcomes based on high versus low signals about each project. Individual 2 observes the payoff received from the project that individual 1 adopts, as well as his own private signals about $A$ and about $B$. Therefore, conditional on individual 1’s project choice, individual 2 has $2^3$ possible observation outcomes.

Projects $A$ and $B$ each have possible payoffs of 0 or 1. Each project can be in the up ($u$) or down ($d$) state, which are equally likely. Conditional on the state, the payoff distribution is: $\Pr(v_A = 1|u_A) = 0.8$, $\Pr(v_A = 1|d_A) = 0.2$, $\Pr(v_B = 1|u_B) = 0.7$, $\Pr(v_B = 1|d_B) = 0.3$. Thus, $A$’s ex ante expected payoff is more sensitive to state than $B$’s. Prior to choosing on the project, each individual receives signals regarding the state of the two projects.

Pr($H_A|u_A) = 0.8$, Pr($H_A|d_A) = 0.2$, Pr($H_B|u_B) = 0.6$, Pr($H_B|d_B) = 0.4$. Since the signal on project $A$ is more precise than that of project $B$, he chooses $A$ if and only if his $A$ signal is High.

Now suppose that the true state is $u_A, u_B$, so that $A$ is superior. If the first individual receives a Low signal about $A$, he chooses $B$. Suppose he obtains a payoff of 1 from $B$. The second individual infers from the first individual’s action that the first signal on project $A$ was Low. So even if the second individual’s private signal on project $A$ is High, his conditional expectation of $A$ is 0.5. Thus, the second individual will choose project $B$ even if he receives a Low private signal on project $B$; the favorable payoff of the first individual is such a favorable indicator (precision .7) that it outweighs his own private signal (precision .6). Therefore the second individual is in an inefficient cascade—his action is incorrect, and
does not reflect his private information. There is a positive probability that the cascade will be overturned as later individuals receive observation about payoffs from the adopted projects. If a sufficiently long sequence of 0 payoffs from $B$ occurs, cascade will be overturned since posterior expectation of project value will approach 0.3. Nevertheless, since the true mean of $B$ is 0.7, the probability that the posterior mean of $B$ will stay above 0.5 forever is positive.\footnote{Beliefs evolve according to the net number of 1 versus 0 profit signals. This number follow a random walk with a positive drift, which need never cross a fixed lower bound—see, e.g., Chung (1974), page 263.} With positive probability, the inefficient cascade lasts forever. □

As in the basic single-person multi-arm bandit model of Rothschild (1974), it can be socially optimal to desist from experimenting between different choice alternatives even though substantial uncertainty remains about which is more desirable. However, as in the multi-person model of Bolton and Harris (1999), the amount of experimentation is suboptimal, because of the positive informational externality that such experimentation confers upon later observers. In contrast with multi-arm bandit models, here individuals do not just view past payoffs, they also spontaneously receive conditionally independent private signals about value. Unlike the payoff outcomes, individuals receive private signals about each project regardless of what actions were taken. If these signals were reasonably well aggregated, society would converge to accurate decisions. We find that even though both information sources are present (private signals and public information about payoffs), there is still a failure to converge to efficiency.

### 3.2 No Transient Shocks

We have shown that inefficient cascades/herding can occur and can last forever when individuals can observe actions and payoffs, and that these cascades/herding have a positive probability of being broken. The possibility of cascades/herding breaking spontaneously is somewhat different from the result of Bikhchandani, Hirshleifer and Welch (1992) and Banerjee (1992). In their model, if all individuals are identical and there are no interfering shocks, a cascade once started lasts forever. A similar outcome applies in our model only

...
in the special case in which payoffs depend on the state nonstochastically. The reason is that once a cascade starts observing further identical payoffs does not reveal any new information. With no further information arriving, all succeeding individuals join the cascade. This proves the following corollary.

**Corollary** If payoffs are non-stochastic functions of state and individuals observe all past actions and project payoffs, then cascades/herding once started last forever.

When payoffs are non-stochastic functions of state, inefficient cascades/herding are extremely fragile in the sense that a small shock (such as a new public information arrival) can easily shifts the long run outcome. If the shock persuades just one individual to try the alternative project, then everyone thereafter shifts to the better project.\(^\text{17}\) An individual can be sure that he is in a correct cascade only if both projects have been tried previously or if the payoff of current project is higher than the highest possible value from the untaken projects.

### 3.3 Noisy Observation of Payoffs

So far we have assumed that payoffs are perfectly observable. Proposition 1 and the Corollary generalize immediately to the case in which individuals observe noisy signals about past project payoffs. We describe the model informally here, and provide formal details and proof in the appendix.

Suppose that each individual observes a set of noisy signals about each of the payoffs of previously-chosen projects. Each signal is equal to the payoff plus independent noise. After observing the past payoff of a project, for two reasons an individual may still not know the true mean payoff of the project (given the true state). First, the realized payoff can be a noisy indicator of the true mean. Second, the individual observes a noisy indicator of the true mean. \(^\text{17}\)Another shock to the system that could break cascades/herding is the arrival of misfit individuals who have different information, payoffs or beliefs. For example, Bernardo and Welch (1999) show that the presence of overconfident ‘entrepreneurs’ can break cascades/herding and thereby increase the welfare of others. Hirshleifer and Noah (2000) examine the effects of several different kinds of misfit individuals.
realized payoff. Thus, this setting with both stochastic state-conditional payoff and noisy observation of payoff is equivalent to a corresponding setting where there is no observation noise but in which the noise in the state-conditional payoff as an indicator of long-run mean in the no-observation-noise regime in each state is equal to the sum of the noise of the state-conditional payoff and the observation noise in the observation-noise regime. In either scenario, individuals at each stage possess precisely the same information about project states, and therefore behave in an identical fashion. We therefore have:

**Proposition 2** If Assumption 1 holds, individuals can observe past actions, decision payoffs are stochastically heterogeneous and the observation of payoffs is noisy, then as the number of individuals increases, (i) the probability that a cascade eventually starts approaches one; (ii) inefficient cascades occur with positive probability; (iii) there is a positive probability less than one that cascades/herding last forever.

As pointed out by Banerjee and Fudenberg (1999), observation of a small subsample of past actions causes subsets of observers to have different beliefs. If some individuals by chance observe a subset of actions that includes the less-popular action, they may be inclined to make use of signals about payoffs, improving information aggregation. In a sequential decision setting, an individual who observes a subset of past actions and/or payoffs that is relatively adverse to the currently-most-popular action may break a cascade. Again, this would cause further information to be aggregated. This raises the question of whether information blockages and cascades can persist in the long run when there is random sampling of previous decisionmakers. We do not attempt to model this question here.  

\[18\]

\[18\] It is clear that if the probability of each predecessor being in the subsample is close to 1, then cascades/herding will still last a long time. More generally, in a setting where individuals only take subsamples among the most recent \(K\) predecessors, it is plausible that the system may reach a point where all recent individuals choose the same action, suggesting that cascades may persist forever. We have verified in a special example in which there is random sampling that inefficient cascades still occur and with high probability last forever.
4 Observation of Payoffs Can Reduce Average Welfare and Decision Accuracy: An Example

Long-run efficient decisionmaking is a stringent benchmark. It requires that almost everyone do the right thing almost for sure. One might hope that even if a structure in which payoffs are observable is not long-run efficient, that observing payoffs at least increases welfare relative to not observing payoffs. We will see that this is not always the case.

Consider two projects $A$ and $B$. The payoff of $A$ is $0$ and $2 + \epsilon$ with equal probability, and the payoff of $B$ is $1 + \epsilon, 1 - \epsilon$ with equal probability, where $\epsilon$ is a small number as defined later. Each individual observes a signal about $A$ with precision $p$ and no signal about $B$.\textsuperscript{19} We compare the welfare outcomes of two scenarios. In the first, individuals do not observe any payoffs from the adopted projects. In the second scenario, individuals can observe payoffs from the $B$ project if it is adopted but individuals cannot observe payoffs from project $A$.\textsuperscript{20} Since there is no observation noise, once the payoff of $B$ is observed it is known precisely thereafter.

**Assumption A:** We assume that 

$$\epsilon < \frac{2p - 1}{2 - p}.$$ 

Assumption A ensures that if all individuals had to make decisions independently, they would adopt project $A$ without any signals or with an $H$ signal, and adopt $B$ with an $L$ signal.

**Result 1** In the numerical example, allowing individuals to observe payoffs can on average make individuals worse off and decisions less accurate.

It seems reasonable that allowing an additional means of information transmission, conversation, would improve information flow and lead to improved decisions. Result 1 shows that observing payoffs can potentially lock individuals in an inefficient cascade/herd. While

\textsuperscript{19}We can allow individuals to observe a very noisy signal of $B$ without affecting any of the results.

\textsuperscript{20}Similarly, we can allow individuals to observe a very noisy signal of the predecessor’s realized payoff from adopting project $A$ without affecting any of our results here.
the observation of payoffs provides an individual with valuable information, it can reduce the informational content of the earlier individual’s action. Whether later individuals are better off or worse off with payoff observations thus depends on the tradeoff between the observation of payoffs and the possible reduction of information conveyed by previous actions.

Previous papers have pointed out that greater information flow can reduce ex ante welfare. In Hirshleifer (1971) disclosure can reduce welfare by reducing risk-sharing. Teoh (1997) finds that disclosure can reduce ex ante welfare by inhibiting contributions in a public good game. In settings with informational cascades/herding, improved information flows do not necessarily improve overall decisions. For example, Bikhchandani, Hirshleifer and Welch (1992) find that the prospect of a public information disclosure can reduce average welfare. A difference between our model and previous papers is that the amount of additional information generation is endogenous. The ability to observe past payoffs could potentially resolve all uncertainty about which action is superior and thereby bring about the correct action choice in the long run, if only there were sufficient experimentation.

The problem with observation of past payoffs is that this can cause individuals to settle into cascades/herding even earlier than they would have otherwise. This premature cascading can be undesirable. This suggests that if observation of payoffs is delayed, later individuals may sometimes obtain the benefit of observing payoffs without the cost of reduced informativeness of predecessors’ actions and payoffs. This suggests that observing payoffs with a delay can make everyone better off. We now modify the example by assuming that the payoffs of project $B$ can be observed with one period delay.

**Result 2:** In the numerical example, delaying the observation of payoffs can improve the accuracy of almost all individuals’ decision and average welfare.

According to Alexander Pope in his “Essay on Criticism,”

A little learning is a dangerous thing;
Drink deep or taste not the Pierian spring.
There shallow draughts intoxicate the brain,
Whilst drinking deeply sobers it again.

Taking observation of past actions as a starting point, a deep draught in our setting would be observation of past private signals, which leads to correct decisions in the long run. A shallow draught of learning, observing past payoffs (but not past signals), can be harmful. Observing payoffs only with delay is an even shallower draught of learning. In our setting this shallower draught can be the better one.

5 Conclusion

Convergent behavior often seems highly faddish and error-prone, suggesting that information gets lost when individuals try to assess alternatives by observing the choices of others. An individual who imitates a predecessor despite an opposing private signal makes his own action less informative to later observers than it might otherwise be. Such information blockages have been analyzed in a recent literature on what has been termed informational cascades (see, e.g., Banerjee (1992), Bikhchandani, Hirshleifer, and Welch (1992)). Research on informational cascades/herding has focused on settings where rational individuals spontaneously receive private information about the value of discrete action alternatives, and observe the actions of predecessors.

Another strand of research on word-of-mouth learning has allowed for observation of payoff outcomes, but in settings that differ in important respects (such as a continuum of agents, imperfect rationality, small observation samples, or private information only about past payoffs). This approach is consistent with the casual intuition that many decisions, such as choices of restaurants, movies, and repairmen, are influenced by conversation, and the empirical evidence of strong conversational influences in choices of consumer products, business factor inputs, and security investment decisions. Banerjee and Fudenberg (1999) describe fairly mildly assumptions under which a conversational learning system evolves deterministically to the efficient outcome.

We consider here a scenario in which, like previous cascades/herding models, involve potentially path-dependent long-term outcomes, but which, like the word-of-mouth models,
also allows for ‘conversational learning’: individuals can observe the payoffs as well as the actions of predecessors. We find informational cascades/herding still occurs with probability one, and describe conditions under which cascades aggregate information inefficiently and are fragile. In our setting decisions evolve in a stochastic, time-dependent fashion. We show that a cascade once started has a positive probability of lasting forever. We also provide examples to show that the ability to observe/communicate past payoffs can reduce average welfare and the accuracy of action choices, and that delay in observation of payoffs can increase welfare.

The rise of mass media and of interactive communication technology (printing, telegraph, telephone, television, email, the web) have made it easier to observe the payoff outcomes of others (or summary statistics of past payoffs). The analysis here suggests that the resulting improvements in decisions may not be as great as might have been expected. The recipient of extra information (beyond what he would have obtained by observing past actions) gains directly from receiving more information. However, this benefit may be opposed by the fact that the actions of the recipient may be less informative to later decisionmakers.

21 These advances have also made it easier to observe past actions and to communicate private information. The discussion here does not try to address the full scope of these changes.
Appendix

Proof of Proposition 1: The proof of Proposition 1 requires the strong law of large numbers (see DeGroot 1970, p. 203).

The Strong Law of Large Numbers. Let $Z_1, Z_2, \ldots$ be a sequence of independently and identically distributed random variables with mean $\lambda$. Then, with probability one,

$$\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} Z_k = \lambda.$$ 

We consider the general case of $N$ projects. For each project $n$, it could be in an up state or a down state represented by $s_n = \{u_n, d_n\}$. Each project has $M$ possible payoffs, $v_{n1} < v_{n2} < \ldots < v_{nM}$, and the project payoff $\tilde{v}_n^i$ is stochastic conditional on the project’s state, and its distribution depends on the state but not on the individual. The project state $s_n$ and project values are uncorrelated across projects. An $i$ superscript is used to denote the payoff of the project if adopted by individual $i$. The prior probability that $\tilde{v}_n^i = v_{nj}$ given state of project $n$, $s_n$, is denoted $\mu_j(s_n)$, $j = 1, \ldots, M$. The payoffs of different projects and the indicator variable of states of different projects are uncorrelated.

We apply the concept of perfect Bayesian equilibrium. Individuals observe predecessors’ actions and payoffs of the projects they have chosen. Individuals differ not only by their positions in the queue but by the signals they privately observe. Each individual $i$ observes a vector of conditionally independent and identically distributed signals $\tilde{\Sigma}_n^i = (\tilde{\sigma}_1^i, \tilde{\sigma}_2^i, \ldots, \tilde{\sigma}_N^i)$, where $\tilde{\sigma}_n^i$ is a signal about project $n$, with possible values $\sigma_{n1} < \sigma_{n2} < \ldots < \sigma_{nM}$. Let $p_q(s_n)$ be the probability that an individual observes signal realization $\sigma_{nq}$ given that the true state of project $n$ is $s_n$.

We now prove that with probability one a cascade will start. Suppose that a cascade has not started till individual $i + 1$. By definition, each of the preceding individuals made

\begin{footnote}{22}{We can allow the number of payoff values and number of signal realizations to be different but that will increase notational complexity.}
\end{footnote}

\begin{footnote}{23}{Since an individual’s payoffs do not depend on what later individuals do, there is no incentive to make an out-of-equilibrium move to try to influence a later player. Thus, without loss of generality, we assume that if any player is observed to deviate from the equilibrium, then subsequent individuals have the same beliefs as though he had chosen his correct action.}
\end{footnote}
use of their signals. For each preceding individual, his action provides some information about his signal. Let $A^i$ denote the history of actions, Let $B^i$ denote the history of payoffs from the adopted projects. Let $J^i(A^{i-1}, B^{i-1}, a^i)$ be the set of signals such that individual $i$ will choose project $a^i$. Let $\sigma = (\sigma_1, \sigma_2, ..., \sigma_N)$ denotes a realization of the signals. Let $\Sigma$ denote the spaces composed of all $\sigma$, then $J^i(A^{i-1}, B^{i-1}, n)$ forms an ordered $N$-partition of $\Sigma$. The action choice $a^i$ of individual $i$ reveals his signal belongs to $J^i(\cdot, \cdot, a^i)$.

Let $\Sigma_N$ be the set of ordered $N$-partitions of $\Sigma$, $T = (T_1, T_2, ..., T_N)$ be an element of $\Sigma_N$ and $S = (s_1, s_2, ..., s_N)$ denote the state of the $N$ projects. Let $P_{T_j|s_n}$ denote the conditional probability of the signal $\sigma$ to be in $T_j$ given that the true state of project $n$ is $s_n$:

$$P_{T_j|s_n} \equiv \Pr(\sigma, \sigma \in T_j|s_n).$$

For an arbitrary partition $T$, let $j_T$ denote the set of individuals such that $J^k(\cdot, \cdot, n) = T_n$ for all $n$. Let $m_T$ denote the number count in set $j_T$. Let $S^*$ denote the true state of the world. Let $\mu_{s_n}$ denote the prior probability that the state of project $n$ is $s_n$. Let $p_{\sigma|s_n}$ denote the probability of receiving a $\sigma$ signal when the state of project $n$ is $s_n$. Let $i_n$ denote the set of individuals who have taken project $n$ and $m_n$ denote the number count of $i_n$. Let $p_{v^i|s_n}$ denote the conditional probability that individual $i$’s payoff on project $j$ is $v^i_j$ given the state on project $n$ is $s_n$. Then individual $i + 1$’s posterior probability that the state of project $n$ is $s_n$ conditional on the action and payoff history of his predecessors $A^i, B^i$ and $\sigma^{i+1} = \sigma$, is

$$\Pr\{s_n|A^i, B^i, \sigma^{i+1} = \sigma\} = \frac{\mu_{s_n}p_{\sigma{s_n}}\prod_{T \in \Sigma_N, m_T > 0} \prod_{k \in j_T} P_{T_{ak|s_n}} \prod_{j=1}^N \prod_{l \in i_j} P_{v^{i|s_n}}}{\sum_{s_n} \mu_{s_n}p_{\sigma{s_n}}\prod_{T \in \Sigma_N, m_T > 0} \prod_{k \in j_T} P_{T_{ak|s_n}} \prod_{j=1}^N \prod_{l \in i_j} P_{v^{i|s_n}}}$$

Let $L(s_n)$ denote the log of likelihood ratio between states $s_n$ and $s^*_n$, then

$$L(s_n) = \log \left[ \frac{\Pr\{s_n|A^i, B^i, \sigma^{i+1} = \sigma\}}{\Pr\{s^*_n|A^i, B^i, \sigma^{i+1} = \sigma\} \right] = l_{\mu_{s_n}} + l_{\sigma{s_n}} + \sum_{T \in \Sigma_N, m_T > 0} \sum_{k \in j_T} l_{T_{ak|s_n}} + \sum_{i \in i_n} l_{v^{i|s_n}} \text{ where } l_{\mu_{s_n}} = \log \left[ \frac{\mu_{s_n}}{\mu_{s^*_n}} \right].$$

We show that given the true state on project $n$ is $s^*_n$, as the number of individuals who choose project $n$ goes to infinity, then with probability one,

$$\lim_{m_n \to \infty} \Pr\{s_n|A^i, B^i, \sigma^{i+1} = \sigma\} = \begin{cases} 1 & \text{if } s_n = s^*_n, \\ 0 & \text{if } s_n \neq s^*_n. \end{cases}$$
Let
\[
\lambda_{Tsn} \equiv E \left[ \log \left( \frac{P_{Tisl_n}}{P_{Tisl_n^*}} \right) \mid s_n^* \right].
\]
\[
\theta_{sn} \equiv E \left[ \log \left( \frac{p_{vl_n}}{p_{vl_n^*}} \right) \mid s_n^* \right].
\]

If \( s_n \neq s_n^* \), then Jensen’s inequality imply that
\[
\lambda_{Tsn} \leq \log \left( \sum_{a^i} P_{Tisl_n} P_{Tisl_n^*} \mid s_n^* \right) = \log \left( \sum_{a^i} P_{Tisl_n} \right) = 0.
\]

Similarly, if \( s_n \neq s_n^* \), then
\[
\theta_{sn} < \log \left( \sum_{a^i} p_{vl_n} \mid s_n^* \right) = 0.
\]

Thus the strong law of large numbers implies that with probability one
\[
\lim_{m_T \to \infty} \frac{1}{m_T} \sum_{k \in J_T} \log \left( \frac{P_{Tisl_n}}{P_{Tisl_n^*}} \right) = \lambda_{Tsn} \leq 0.
\]
\[
\lim_{m_n \to \infty} \frac{1}{m_n} \sum_{k=1}^{m_n} \log \left( \frac{p_{vl_n}}{p_{vl_n^*}} \right) = \theta_{sn}.
\]

Hence
\[
\frac{1}{m_T} \log \left( \lim_{m_T \to \infty} \Pi_{k=1}^{m_T} P_{Tisl_n} \right) = \lim_{j_T \to \infty} \frac{1}{j_T} \sum_{k=1}^{j_T} \log \left( \frac{P_{Tisl_n}}{P_{Tisl_n^*}} \right) = \lambda_{Tsn} \leq 0.
\]
\[
\frac{1}{m_n} \log \lim_{m_n \to \infty} \Pi_{i \in i_n} p_{vl_n} \mid s_n^* \mid p_{vl_n^*} = \lim_{m_n \to \infty} \frac{1}{m_n} \sum_{i \in i_n} \log \left( \frac{p_{vl_n}}{p_{vl_n^*}} \right) = -\infty.
\]

Consequently, if \( s_n \neq s_n^* \), then, with probability one
\[
\lim_{j_T \to \infty} \Pi_{k=1}^{j_T} \left( \frac{P_{Tisl_k}}{P_{Tisl_k^*}} \right) \leq 1
\]
\[
\lim_{m_n \to \infty} \Pi_{k=1}^{m_n} \left( \frac{p_{vl_k}}{p_{vl_k^*}} \right) = 0
\]

As a result, we have:
\[
\lim_{m_n \to \infty} L(s_n) = -\infty
\]

which implies that
If \( i \to \infty \), then since \( \sum_n m_n = i \), there exists at least one \( n \) such that \( m_n \to \infty \). In this case, \( Pr(s_n^*|A^i, B^i, \sigma^{i+1}) \) goes to 1. Notice that there can by only one \( n \) such that \( m_n \to \infty \). We prove this by contradiction. If there were an \( n' \neq n \) and both \( m_n \to \infty \) and \( m_{n'} \to \infty \), then with probability one we would know the payoff of project \( n \) and \( n' \).

\[
\lim_{m_n \to \infty} Pr\{s_n^*|A^i, B^i, \sigma^{i+1}\} = 1
\]

Suppose that when the true state is known, project \( n \) dominates project \( n' \), i.e., \( \bar{v}_{ns} > \bar{v}_{n's} \). Conditional on project \( n \) being chose infinitely often, the probability that project \( n' \) will be chosen infinitely often is zero as payoff information will reveal that project \( n' \) is strictly inferior. Thus the probability that two projects will alternate infinitely often is zero. Consequently all individuals will herd on a single project and will make their decision regardless of their private signals eventually with probability one. If there are ties, then it is possible that individuals will switch back and forth between two projects infinitely often.

(ii) Let \( u_n \) denote the up state of project \( n \) and \( d_n \) denote the low state of project \( n \). Let \( \bar{v}_{nu}, \bar{v}_{nd} \) correspond to the up and down states. Suppose the true state is \( s \). Without loss of generality, we assume the first project has the highest possible expected payoff given the state of the economy, that is, \( \bar{v}_{1s} > \bar{v}_{2s} > ... > \bar{v}_{Ns} \). We assume that the conditional expected payoff of the down state in project 1 does not dominate the prior expected payoffs from other projects, that is:

\[
\bar{v}_{1d} < \max_{j \neq 1} \{E[v_j|\sigma^M]\}.
\]

This assumption implies that individuals will not choose project 1 if it is known that project 1 is in the down state and the best signals of other projects are received. Suppose the first individual choose a project other than project 1, project \( k \). We show that with positive probability, this can start an inefficient cascade will start. We prove this in several steps.

**Definition** A run on project \( k \) with the highest payoff on project \( k \), \( v_{kM} \) observed is called
an M-run on project $k$. First of all, for any positive number $L$, an M-run on project $k$ with length $L$ has positive probability,

$$\Pr(a^i = k, i = 1, ..., L, v^i_k = v_{kM}) > 0$$

This is because with positive probability, individuals will receive the maximum payoff and signal for the adopted project $k$ and worst possible signals for all other projects. This means that with positive probability, a sequence with arbitrary length of consecutive adoption of the same project which gives out the highest possible payoffs will be observed. Let $\mu_k(L) \equiv E[v_k|v^i_k = v_{kM}, i = 1, ..., L]$, it is easy to verify that,

$$\mu_k(L + 1) \geq \mu_k(L)$$

that is the conditional expectation of project $k$’s payoff along such a sequence is a submartingale. Similarly, one can show that $\mu_j(L)$ is a supermartingale along such a sequence. This is because individuals believes that project $k$ is more likely to be of the high state when the best possible payoff on project $k$ is observed. Next we show that there exists a number $L$, such that if a sequence of $L$ consecutive adoptions of project $k$ with payoff $v_{kM}$ (the largest possible payoff on project $k$) is observed, then a cascade will start.

**Lemma 1** For project $j \neq k$, there exists a number $L_j$, such that after a run of $L_j$ number of project $k$ with maximum payoff $v_{kM}$, project $j$ will be dominated by project $k$, that is the next individual $L_j + 1$ will not choose project $j$ no matter what signal he receives.

Assertion (ii) holds following lemma 1 if we take $L = \max_{j \neq k} \{L_j\}$. Now we are ready to prove lemma 1. Let $l_j(L)$ denote the likelihood ratio of project $j$ of the down state versus the up state given the public information after an M-run on project $k$ with length $L$. Then it is easy to verify that $l_k(L)$ is strictly decreasing and goes to zero as $L$ goes to infinity. This is because both the fact that project $k$ is taken and the best payoff on project $k$ is observed provides favorable information about project $k$ which increases the log likelihood ratio $\log(l_k)$ by a finite amount. Now lets check the evolution of the likelihood ratio on project $j$ in an M run on project $k$,

$$l_j(L + 1) = l_j(L) \frac{\pi_{uk}^j(L) \sum_{m=1}^{M} \pi_{ukm} \hat{\pi}_{djm}(L + 1) + \pi_{lk}(L) \sum_{m=1}^{M} \pi_{dkm} \hat{\pi}_{djm}(L + 1)}{\pi_{uk}^j(L) \sum_{m=1}^{M} \pi_{ukm} \hat{\pi}_{ujm}(L + 1) + \pi_{lk}(L) \sum_{m=1}^{M} \pi_{dkm} \hat{\pi}_{ujm}(L + 1)}$$

(1)
where $\hat{\pi}_{sjm}(L + 1)$ denote the probability that individual $L + 1$ would choose project $k$ conditional on a signal of $\sigma_{km}$ is observed on project $k$ and state on project $j$ is $s$. $\pi_{uk}(L)$ denote the conditional probability that the state of project $k$ is up and $\pi_{lk}(i)$ denote the conditional probability that the state of project $k$ is down.

We can rewrite the expression of the likelihood ratio as:

$$
\frac{L_j(L + 1)}{L_j(L)} = 1 + \frac{\sum_{m=1}^{M} (\pi_{ukm} + \pi_{lk}(L)}{\sum_{m=1}^{M} \pi_{ukm} \hat{\pi}_{ujm}(L + 1)} (\hat{\pi}_{djm}(L + 1) - \hat{\pi}_{ujm}(L + 1))
$$

By the monotone likelihood ratio of the signals, we have:

$$
\frac{\hat{\pi}_{djm}}{\hat{\pi}_{ujm}} \geq 1
$$

Suppose that after $L$ individuals have chosen project $k$ and observed the best possible payoff from project $k$, it is still possible for the next individual to choose project $j$. Thus if individual $L + 1$ receives the worst signal on project $k$, then it is possible that he may choose a project other than $k$. We show that individual $L + 1$ will choose project $j$ over $k$ only if he receives a signal better than the worst signal on project $j$.

Let $\mu_k(L), \mu_j(L)$ denote the conditional expectation on project $j, k$ respectively given public information, then clearly $\mu_k$ is strictly increasing and $\mu_k$ is weakly decreasing in an M-run on project $k$. Therefore $\mu_k(L) > \mu_l(1) \geq \mu_j(1) \geq \mu_j(L) \geq E[v_j|F_L, \sigma_{jL}^1 = \sigma_{j1}]$. where $F_l$ denote the public information set from observing first $L$ individual’s actions and payoffs from their adopted projects. When $L$ is large, $\pi_u$ is arbitrarily close to one, and thus $E[v_k|F_L, \sigma_{kL}^L = \sigma_{k1}]$ is arbitrarily close to $\mu_k(L)$ which is strictly larger than $\mu_j(L)$. Consequently, for large $L$, when the signals individual $L + 1$ receive on project $j, k$ are both worst signals, he will choose project $k$. Therefore $\hat{\pi}_{dj1}(L + 1)$ is strictly positive and strictly larger than $\hat{\pi}_{uj1}(L + 1)$ by an amount larger than a fixed positive number. As a result, there is exist a number $\delta > 0$ such that:

$$
\frac{L_j(L + 1)}{L_j(L)} > \delta > 1
$$

for $L > L_1$. Thus along an M-run on project $k$, $L_j$ goes to infinity and eventually individuals believe that it is almost certain the j project is in the down state. Since

$$
\lim_{L \to \infty} \mu_k(L) = \bar{v}_{uk} > \bar{v}_{dj} = \lim_{L \to \infty} \hat{\mu}_j(L)
$$
where $\hat{\mu}_j$ denote the conditional expectation on project $j$ given the best signal on project $j$, $\sigma_{jM}$. Therefore there exist an $L_j$ such that project $k$ will dominate project $j$ after a run of length $L_j$ on project $k$. The same analysis holds for all other projects. Therefore all projects will be dominated by project $k$ after a long run on project $k$ and an inefficient cascade will eventually occur. Suppose the first individual always choose project 1 regardless of his signal, then with sufficient number of bad payoffs from project 1, individuals are going to switch and then an inefficient cascade can form following the same argument.

(iii) From part (i)(ii), we know that with positive probability, a cascade can start. Let $k$ denote the adopted project, and suppose the true state of $k$ is the up state. This cascade is inefficient if there are other projects with higher expected payoffs when the state of the projects is known. We prove such an inefficient cascade can last forever. At the beginning of cascade $i$, let $\mu$ denote the highest expected value of other projects given the best possible signals

$$
\mu = \max_{j \neq k} \{ E[v_j | A^i, B^i, \sigma^{i+1} = \sigma^M] \}
$$

where $\sigma_M$ corresponds to the best signals of all projects.

Now clearly we have $\mu^i_k > \mu$.

$$
\mu^i_k = \pi^i_{ku} \bar{v}_u + \pi^i_{kd} \bar{v}_d \tag{3}
$$

Let $l^i_k$ denote the likelihood ratio of the down state versus the up state of project $k$. Then the likelihood ratio evolves according to the payoffs received from project $k$, that is

$$
l^{i+1}_k = l^i_k * \frac{p_{v_kd}}{p_{v_ku}}
$$

which implies

$$
\log(l^{i+1}_k) = \log(l^i_k) + \log \left( \frac{p_{v_kd}}{p_{v_ku}} \right)
$$

Let $x^{i+1}_k$ denote the change in log likelihood ratio, then

$$
E[x^{i+1}_k | u_k] = E \left[ \log \left( \frac{p_{v_kd}}{p_{v_ku}} \right) | u_k \right] < \log \left( E \left[ \frac{p_{v_kd}}{p_{v_ku}} | u_k \right] \right) = \log (1) = 0
$$
Thus the log of likelihood ratio follows a generalized random walk with a downward drift. This implies that (Chung (1972) page 263), the log likelihood ratio may not come back to the initial point forever with positive probability. Since the expected payoff is a linear function of the likelihood ratio, the expected payoff is larger than $\mu_i$ forever with positive probability and an inefficient cascade can last forever.

(iv) When payoffs are stochastic and the conditional payoff from the down state of the adopted project $k$ is strictly smaller then the maximum expected payoff of all other projects given the best signals, a long series of bad payoffs can cause individuals believe that project $k$ is of down state and a cascade can break when the best signals of other projects are received. In this case the probability a cascade will last forever is less than one. ||

**Proof of Proposition 2:** The payoff for individual $i$ is $v_n + \epsilon_{ni}$. The random variable $\epsilon_{ni}$ has zero mean, can take values $\epsilon_{nl1} < \epsilon_{nl2} < \ldots < \epsilon_{nlK}$. We assume that $\epsilon$ is i.i.d across individuals. Furthermore we assume that after individual $i$ has taken his project, a public noisy signal, $s_n$, about the payoffs becomes available, with possible values $s_{n1} < s_{n2} < \ldots < s_{nK}$. The probability of observing $s_{nq}$ given that the true payoff of $v_{nl} + \epsilon_{nlm}$ is $p^*_{nqlm}$. Thus, the probability of observing $s_{nq}$ given the true state is $v_n = v_{nl}$ is:

$$p^*_{nql} = \sum_{m=1}^{K} p^\epsilon_{nml} p^*_{nqlm}.$$  

We assume that for $l \neq l'$, $p^*_{nql}$ is different from $p^*_{nql'}$ for at least one $q$. Notice that individuals are risk neutral and their decision rule depends only on the expected payoff of project $n$ which is $v_n$. The public signal $s_{ni}$ is a noisy signal of the expected payoff $v_n$. Therefore the model is isomorphic to the model in Proposition 1 and the Proposition 2 follows as a result.

**Proof of Result 1:** We first consider the case of no observation of payoffs. Consider the subcase in which project A’s payoff is $2 + \epsilon$. If the first individual receives an $H$ signal, then he will choose project A. The next individual will choose project A even if he receives an $L$ signal since the prior mean of A is higher than the prior mean of project B. There is an A cascade immediately. If the first two individuals receive two $L$ signals, then the next individual will choose project B independent of his signal and a B cascade forms. Finally,
if the sequence of the signals is $LH$, the third individual faces the same situation as the first individual. Starting after the first two individuals, the probability of an $A$ cascade is $p$, the probability of a $B$ cascade is $(1 - p)^2$, and the probability of no cascade is $p - p^2$. Consequently, the ratio of the likelihoods of an $A$ cascade and a $B$ cascade is $p/(1 - p)^2$. Since a cascade will form with probability one, the long-run probability of an $A$ cascade is $p/(1 - p + p^2)$, and the long-run probability of a $B$ cascade is $(1 - p)/(1 - p + p^2)$. Alternatively, when the payoff of project $A$ is zero, the long-run probability of an $A$ cascade is $1 - p/(1 - p + p^2)$, and the long-run probability of a $B$ cascade is $p/(1 - p + p^2)$.

Thus, the expected payoff of an individual late in the queue is approximately

$$W_0 = 0.5 \left[ \frac{p}{1 - p + p^2}(2 + \epsilon) + \frac{(1 - p)^2}{1 - p + p^2} \right] + 0.5 \left[ \frac{p^2}{1 - p + p^2} \right].$$

In contrast, if individuals can observe the payoffs of project $B$, a cascade forms immediately after one round if the payoff of project $B$ is $1 + \epsilon$. This is because if the signal is $H$, the first individual will choose $A$ and there will be no observation of project $B$ thereafter. If the signal is $L$, $B$ will be adopted and its payoff $1 + \epsilon$ will stop anyone who wants to try $A$. If the payoff of project $B$ is $1 - \epsilon$, the analysis is the same as the case without payoff observations. Consequently the expected payoff of an individual later in the queue is:

$$W_p = 0.25[p(2 + \epsilon) + (1 - p)(1 + \epsilon)] + 0.25[p(1 + \epsilon)] + 0.25 \left[ \frac{p}{1 - p + p^2}(1 + 2\epsilon) + 1 - \epsilon \right] + 0.25 \left[ \frac{p^2}{1 - p + p^2}(1 - \epsilon) \right].$$

We have

$$W_0 - W_p = 0.25 \frac{p(1 - p)^2}{1 - p + p^2} \left[ \frac{p}{1 - p} - 1 - \epsilon \right] > 0.$$

The last inequality follows by the assumed parameter restriction.

**Proof of Result 2:** We now assume that the payoffs of project $B$ can be observed with one period delay. Let $(v_A, v_B)$ denote the payoffs of project $A$ and $B$. There are four possible payoff combinations:

**CASE I** $(2 + \epsilon, 1 + \epsilon)$ If the first signal is $H$, there is an $A$ cascade since the payoffs of $A$ is not observable. The probability of such a cascade is $p$.  

30
If the first signal is $L$, the first individual adopts project B. The second individual adopts project $B$ if he receives another $L$ signal. A cascade forms since the third individual further observes the payoff of project $B$ and adopts project $B$ regardless of his signal. The probability of this cascade is $(1 - p)^2$.

If the signal sequence is $LH$, then the third individual infers the signal sequence and he also observes that the payoff of project $B$ is $1 + \epsilon$. The conditional probability of a $B$ cascade is $(1 - p)/(1 - p + p^2)$ and the conditional probability of an $A$ cascade is $p^2/(1 - p + p^2)$. Consequently, the probability of an $A$ cascade is

$$p_A = p + p(1 - p)p^2/(1 - p + p^2) = \frac{p - p^2(1 - p)^2}{1 - p + p^2}$$

Thus, the payoff of an individual far along in the queue is, in the limit,

$$W_I = \frac{p - p^2(1 - p)^2}{1 - p + p^2} + 1 + \epsilon.$$

The expected payoffs of individuals far down the line for the other three cases can be derived similarly:

Case II, $(0, 1 + \epsilon)$:

$$W_{II} = \frac{1 - p - p^2(1 - p)^2}{1 - p + p^2}(-1 - \epsilon) + 1 + \epsilon$$

Case III, $(2 + \epsilon, 1 - \epsilon)$:

$$W_{III} = \frac{p}{1 - p + p^2}(1 + 2\epsilon) + 1 - \epsilon$$

Case IV, $(0, 1 - \epsilon)$:

$$W_{IV} = \frac{p^2}{1 - p + p^2}(1 - \epsilon)$$

Finally, the expected payoff of an individual far down the line is in the limit

$$W_d = 0.25[W_I + W_{II} + W_{III} + W_{IV}]$$

$$= 0.25 \left\{ \frac{p - p^2(1 - p)^2}{1 - p + p^2} + 1 + \epsilon + \left[ \frac{1 - p - p^2(1 - p)^2}{1 - p + p^2}(-1 - \epsilon) + 1 + \epsilon \right] \right. + \left. \left[ \frac{p}{1 - p + p^2}(1 + 2\epsilon) + 1 - \epsilon \right] + \left[ \frac{p^2}{1 - p + p^2}(1 - \epsilon) \right] \right\}.$$
It is straightforward to show that

\[ W_d - W_0 = 0.25 \frac{p^2 (1 - p)^2}{1 - p + p^2 \epsilon} > 0. \]

Therefore, we have

\[ W_d > W_0 > W_p. \]
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