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Research Designs
r Children’s Mental |kEha
‘Services Research  cuaprer s

Stephanie Reich and Leonard Bickman

esearch in children’s mental health services is focused on determin-
ing what treatments and methods for delivering services work best
. XA for children with mental health needs. To answer these questions, re-
-searchers often employ experiments and quasi-experiments in an attempt to
identify a causal relationship between variables (e.g., Does this treatment re-
sult in better outcomes for children?). There are many different ways to study
a causal relationship, and each method has potential problems associated
with it. This chapter describes the criteria needed to determine causality and
the key features of experimentation and quasi-experimental designs, and
then enumerates the many issues that threaten the validity of a study and po-
tential interpretations of the study results.

[DETERMINING CAUSALITY

To determine that a causal relationship exists, several criteria must be met.
First, the temporal order must be that the cause precedes the effect. Second,
there should be temporal contiguity between the cause and effect; that is, the
cause and the effect appear relatively close in time. Third, there should be a

~““Ievel of common variation, known as covariation, between the cause and the
effect. When the cause is present, the effect is present, and when the cause is
absent, the effect is absent. Fourth, there should be congruity between both.
Typically, a small cause should result in a small effect, whereas a large cause
should result in a large effect. When there is a mismatch (e.g., small cause pro-
duces big effect), more evidence is usually needed to explain this discrepancy
(Cordray, 2000). Finally, plausible rival explanations of the observed effect
should be improbable. Ruling out other explanations supports the proposed
causal relationship. This is accomplished best by addressing the threats to va-
lidity described later in the chapter.

COUNTERFACTUAL CONDITION

The ideal way to test a causal relationship is to study a person or situation
with an intervention and without it. This enables a research investigation to
determine the effect of the cause by comparing what happened with the
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intervention to what would have happ ened without it. The “what would have
alled the counterfactual condition (Corrin & Cook,

happened” condition is ¢

1998; Holland, 1989) and is based on the assumption that everything else is

the same except for the presence of the intervention {Shadish, Cook, &

Campbell, 2002). In the real world, testing the counterfactual condition is not
sting effect that would influence a

possible. Often the intervention has a la
later studied no-treatment condition. Participants who experience an educa-

tional intervention could not easily «ynlearn” the program in order to be
measured again in a no-treatment condition. Even if the intervention effects
could be removed, there are many other characteristics that would be altered.

The time period would be different and the participants would be more ex-
his or her own con-

perienced with the study. This1s why using gach person as
trol is fraught with problems. Typically, the closest a researcher can come to

the counterfactual condition is to use 2 comparison group-
o not receive the “cause”

A comparison group is a group of people who d
tion) and who are compared to the group that does
if everything elseis

(i.e. treatment o interven

(treatment group). The difference between these groups,

the same, is the effect of the intervention. T he more similar the comparison
group is t0 the treatment group the greater the confidence in the causal rela-
tionship or that the effect was produced by the cause.

EXPERIMENTS AND
QUASl-EXPERlMENTS

Two ways researchers can investigate 2 causal relationship is through a ran#
domized experiment 0ra quasi-experirnent. 1n a randomized experiment

researcher. randomly assigns participants into groups, levels, or condition
such that each participant has an equal chance (ie. independent, nom:
Jevel

probability) of being assigned to any of the experimental groups,
conditions (Keppel, 1991). In quasi—experimental designs, participant

ot randomly assigned to conditions. _
t reduces the possibility of systemnatic bias

Random assignmen

characteristics of the participants appearing more often in one group thd
other (Hill, Rubin, & Thomas, 2000). Participants may vary in many ;
and some of these characteristics may affect the behavior (effect) being
ied. Without random assignment, these differences may be associated
ced in a group. When random assignment is carth

how a person is pla
successfully, there is greater confidence that the treatment and contro,
were equivalent o1 both measured and unmeasured yariables befor€

ment was initiated.

Imagine we believe that caregivers of children with severe ©
disturbance (SED) feel additional stress by having chaotic schedules 1
they have to juggle their ownt agenda with their children’s schoo
and mental health appointments. In response, we create @ progréfi
designed to help people better manage their time. We decide t0
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riment in which half of the caregivers receive the program and the other
alf do not receive assistance with scheduling. We ask all 40 parents to come

e study facility at one specific time and we assign them to groups on a
-come basis. The first 20 parents to arrive are placed in the treatment
group and the next 20 are assigned to the no-treatment group. At the end of
the program we find that our treatment group members, who arrived earlier,
are much more organized with their time than the other group. Is the differ-
nce observed at the end of the study because of the program or some other
~factor? Perhaps the caregivers who are punctual are already better at schedul-
~ing their time than the late-arriving ones are. Another explanation account-
- ing for the difference could be that more of the people who arrived on time
have cars, which provide more flexibility in scheduling, whereas people who
arrived later rely on the bus and have less freedom in scheduling. If we had
- randomly assigned caregivers to groups, it would be more likely that the early-
- and late-arriving people would be equally distributed among the groups. In-
. stead, we may have introduced systematic bias into our study.

*“ Randomization works best when applied to large groups of participants.
For example, if you flip a coin once, you have a % chance of getting a head.
If you flip it five times, you have a (%) (%) (%)(%)(%) = Y. chance of getting
all heads. The more people in the study, the less likely similar characteristics
will disproportionately appear in one group more than the other. A researcher
must be sure that the random assignment process is truly random and not
simply haphazard. In an evaluation of a treatment, it is often better if the re-
searcher, rather than the people delivering the services, conducts the random
assignment. This helps ensure that the randomization process is not cor-
rupted, for example, by assigning more “needy” cases to the treatment group.

A key factor in maintaining the credibility of a study design is that oth-
ers consider it to be as unbiased as possible. When feasible, it is best to collect
baseline (pretest) data prior to randomly assigning participants to groups.
This helps ensure that the groups are equivalent because early dropouts (per-
sons who do not complete the baseline data collection) will have dropped out

tween the groups. The data collected can also provide information on persons
who drop out early. Moreover, if there is a key variable that the researcher
wants to have randomly distributed, baseline data will allow for pairing par-
ticipants on that variable and then randomly assign each member of a pair.
Random assignment does not guarantee equivalent groups; it just increases
< the probability that influential variables will be equally distributed between
5 groups rather than disproportionately clustering in one. In the next section,
we describe a randomized study of children’s mental health services to illus-
trate these points.

All research, including the examples cited in this chapter, requires ethi-
cal considerations in its design and implementation. Research procedures
should be designed to protect the privacy and safety of participants. Each of
i the examples of children’s mental health services research in this chapter was
reviewed and approved by a university institutional review board (IRB),
which has the express purpose of protecting the rights of children and their

before random assignment and thus will not contribute to differences be-.
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families. For more information on ethical conduct for research with human

participanis, please see Appendix 4.A.

The Stark County study: Example
of a Randomized Experiment

The Stark County study was an evaluation of 2 comprehensive system-of-care

model using a randomized design (Bickman, Summerfelt, & Noser 1997).
for chil-

The term system of care isa concept of integrated comprehensive care

dren and was developed in response to problems concerning the availability
en; this framework is dis-

and delivery of mental health services for childr

cussed elsewhere in this yolume. To recruit participants for the study, names
re obtained from

and contact information from families seeking services We
either the Department of Hhuman Services or the local community mental

health center. The center intake worker followed the clinic’s usual guidelines

t0 determine eligibility for services, Children were excluded from the evalua-
tion if they were too young (less than 5 years old), did not have an SED, had
too low an 1Q (less than 85), or if the admitting center personnel considered

the child to be in need of emergency services. The clinic intake staff, based on

their usual procedures, rmade the determination of SED and also asked for per-
act the parent. When

mission for the Vanderbilt University evaluators to cont

contacted by the evaluation staff, 85% of the parents agreed t0 participate in

the study and be interviewed.
Only after the interview data weie collected did a computer program
randomly assign the family to either the system of care {treatment group) or

usual care from the community (comparison group). In this latter group, :

caregivers were iold that they had to arrange services for their children o

their own and were given a list of community providers.
The evaluation staff carried out the random assignment process after;
baseline data had been collected, reducing the potential threats to validity;
caused by differential attrition (€8 farnilies drop out at different rates fro
the treatment and comparison groups). The primary advantage of rando

s study was the increased probability of initially equivale

assignment in thi
groups. However there were also potential problems agsociated with suc

design; for example, critics of the evaluation claimed that the compa

group children were deprived of better services. The sole purpose
was to determine if a system-of-care model was more effective than treatt
as usual. This model of care had not been tested and whether it was better:
unknown. Therefore, it could have been argued that it was more unethicay
continue to provide untested services to children and families than it
withhold experimental services of unknown effectiveness.

Another potential problem with this experimentalldesign was th
though random assignment was used, it was not employed for all possy

in children were excluded from the study becaus

participants. Certa B
were in need of ;mmediate care. Random assignment for such cases Wé2
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ible because collecting pretest data before assignment would have de-
ayed treatment. As will be discussed later, the exclusion of this group limits
the generalizability of the findings to nonemergency cases but does not affect
he researcher’s ability to make a conclusion about causality. Although ran-
Jomization is often preferable, there are times when it is inconvenient, im-
practical, or unethical {Lipsey & Cordray, 2000).

At times, randomizing participants is burdensome and expensive. In
such instances, relying on naturally occurring groups is more practical.
- School-based programs often utilize comparisons of students between
schools rather than trying to randomly assign children to schools. At other
times, randomization is simply not possible. If a program has full coverage, in
" which every member of the population receives the treatment, then it is not
possible to randomly assign people to a treatment or no-treatment compari-
son group. This is often the case when entitlement policies are studied or if
the study deals with a natural disaster (Hendrick, Bickman, & Rog, 1993). For
- example, if federal law entitles a certain class of people to services, it would be
. illegal to deny services to anyone in that group. Randomization is also impos-
sible if a condition occurs in only a subset of the population. For example, a
researcher cannot assign people to have major depression or to be female
rather than male. It is difficult to imagine assigning someone to the condi-
tions of poverty, incarceration, or homelessness. Finally, at times randomiza-
tion may be possible but unethical. A researcher comparing two different ef-
fective types of services in order to determine which is more effective could
1ot add a no-treatment control condition because an effective treatment ex-
ists. However, if there is no effective treatment, random assignment to a no-
treatment control condition is acceptable. In practice, there is no ethical way
to control whether people obtain services outside of the study. Thus, the com-
parison group is often labeled a treatment as usual group (TAU) rather thana
no-treatment control group. More information about the use of randomized
designs can be found in Boruch (1997).

When random assignment is not possible due to expense, practicality, or
ethics, a researcher must rely on quasi-experimental designs. Although there
are several types of quasi-experimental research designs, the three most rele-
vant to mental health services are the (a) nonequivalent comparison group
design, (b) the interrupted time series design, and (c) the regression disconti-
nuity design.

Nonequivalent Comparison Group Design

When randomization is not possible, a researcher can use a nonequivalent
comparison group design in which groups are identified by some naturally
occurring criteria. This design is the most common quasi-experimental de-
sign used in the behavioral sciences (Rosenthal & Rosnow, 1991). Nonequiva-
lent group designs can compare the treatment group to a deliberately chosen
group, normed data from another group/sample, or secondary data collected
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from other studies (Shadish et al., 2002). Deliberately selecting a comparison
. group that is most similar to the treatment group is often the best method for
! making causal inferences.

Technically, the ponequivalent group design could include measure-
o ment as a pretest (before the intervention} and posttest (after the interven-
P tion) ot only as a posttest (Reichardt & Mark, 1998). Because the groups were
i determined on some criteria other than randomization, using only posttest
data renders causal explanations fraught with problems. Without measuring
! baseline status, it is difficult to conclude that differences between the groups
- were due to the intervention rather than to another factor that existed before

i the intervention.

L The Fort Bragg Evaluation: A Nonequivalent
: Comparison Group Quasi-Experiment
The largest nonequivalent comparison group study evaluating child and ado-
lescent mental health services was the Fort Bragg Demonstration Project and
Bvaluation (Bickman, 1996a, 1996b; Bickman et al., 1995). The Fort Bragg
study was designed as an independent evaluation of the Fort Bragg Child and
Adolescent Mental Health Demonstration to test the efficacy of providing 2
full continuum of community-based services. The goal was to determine if this
continuum of services resulted in improved {reatment outcomes while de-
creasing the cost of care when compared to treatment as usual.
The evaluation results revealed that the demonstration successfully im- ‘
lemented a continuum of care and that it dramatically increased access to
mental health services. However, children at both the demonstration and
comparison sites jmproved on measures of mental health outcomes. Children
in the demonstration showed no greater improvement than did children at the
comparison site, and the costs of services at the demonstration site were higher
than at the compatison site. Instead of confirming strongly held beliefs, the 3
evaluation reported that the continuum was less cost-effective than the frag-
mented treatment found in the comparison site. -
The initial intent was to us€ 2 randomized design for the Fort Bragg
evaluation. However this was not possible because the system-of-care inte
vention was a full-coverage program affecting all children in Fort Brag
North Carolina. Every family in the area had access to the demonstratio
therefore, none of the families could be assigned to a comparison grov
Because the project was unable to use random assignment of participants t9
different models of caré, families and children from other military ba
served as comparison participants to facilitate examination of the effecti
ness of the demonstration. Army officials designated two comparison si
that were approximately the size of Fort Bragg: Fort Campbell, Kentuckys
Fort Stewart, Georgia. Both bases provided children with traditional me
health services.
One of the major challenges with quasi—experimental designs is ensvr
that the treatment and comparison groups are equivalent at the start ot
study. Although modern statistical technjques make potential lack of eqt}
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ncy less of a problem than in the past, differences at the start of the study
atly complicate interpretation of causal relationships. The study therefore
ceded to assess whether the families and the service settings were similar be-
; fore the introduction of the demonstration.

The Fort Bragg evaluation was fortunate to have military posts as the
_sites of both the treatment and comparison conditions, because separate posts
tend to be quite similar. In contrast to families in different cities or different
parts of a city, military families and posts are very comparable regardless of
where they are located.

However, these similarities did not guarantee that the families and chil-
dren from each site would be the same on important mental health vari-
ables. Therefore, the evaluation staff compared the children and families on
103 mental health variables at baseline. This large number of variables was
selected because the investigators wanted the comparisons to be exhaustive
and include all subscales of the instruments. The sites differed statistically on
14 variables, with the comparison site children appearing more impaired on
9 variables and the demonstration children seeming more impaired on 5 other
variables. These differences in groups were very small, and the researchers
concluded that it was unlikely that they would account for differential out-
comes in the posttest. Because this was not a randomized experiment, the re-
searchers could not be sure that the groups did not differ on some important
variable that they did not measure. It was believed, however, that this was un-
likely given the number and importance of the variables tested.

Thus, although a randomized experiment could not be conducted, the
quasi-experiment had the advantage of being able to include all families, even
families in crisis, in contrast to the randomized Stark County study, discussed
carlier, which eliminated this group of families. Another advantage of this
design was the lack of delay in treatment because children were recruited as
soon as they entered services. In a randomized experiment, there may be a
delay in the receipt of services if the researcher wants to collect pretest data
before the child is assigned to either the treatment or the comparison group.
As noted earlier, children who are in need of immediate services could not par-
ticipate in a randomized study (such as Stark County) but could be part of the
quasi-experiment. In such cases where there is a choice of designs, a researcher
will have to compare the benefits of randomized versus nonequivalent com-
patison group designs. These trade-offs address issues of internal and external
validity of designs and will be discussed in greater depth later in the chapter.

Interrupted Time Series Design

When there are many data collection periods before and after an intervention,
the quasi-experimental design is known as an interrupted time series design,
which may or may not include a nonequivalent comparison group. A time
series design is the repeated measure of a variable over time. An interrupted
time series design is the repeated measurement of a variable before and after
the introduction of a new variable, such as a treatment or intervention. The
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more often the variable is measured over time, the more sensitive the study
will be to changes caused by the introduction of the treatment. By determin-
ing the typical trend of the variable before and after the intervention, re-
searchers can identify the degree of impact, or effect, of the intervention. Typi-
cally, estimating the effect can be determined by calculating the slope or rate
of change before and after the intervention. Data collection may look like this:

o © ©0 0 X oo O O G
Os indicate the measurement periods and X indicates the introduction of the

intervention.
The change in the data may Jook like a large level shift, a slow increase

or decrease, a temporary change, a delayed change, or an abrupt change that

decays (Reichardt & Mark, 1998). Figure 4.1 demonstrates some of these
changes. Interrupted time series designs allow the treatment group to serve as

/"/r—,/ Change in level

A
Change in slope

-

A
Change in level and slope

A
Delayed change in level

A
T Delayed change in slope

A

/’v’[\i_A Temporary change

Abrupt change and deca
to new level

A

FIGURE 4.1. Possible patterns that a treatment effect could follow over time. From “Quasi Experime
by C. Reichardt and M. Mark, in Haridbook of Applied Social Research Methods (pp. 193-227) by L.
and D, Rog (Eds.), 1998, Thousand Oaks, CA: Sage. Copyright 1998 by Sage. Reprinted with per
This figure was originally adapted from “Estimating Effects of Community Prevention Trials: Alt
Design and Methods,” by C. Reichardt, in Commaunity Prevention Trials for Alcohol Problems: Metho!
Issutes (pp. 137-158) by H. D. Holder and J. M. Howard (Eds.), 1992, Westport, CT: Praeger- Copyt!

1992 by Greenwood Publishing Group, Inc. Adapted with permission.
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1 comparison group. Multiple measurement points before and after the
vention allow researchers to compare how the measured variables were
ging over time without the intervention and how they changed after the
siervention. Interrupted time series designs can use a nonequivalent com-

ison group as well. In such situations, both the treatment group and the
mparison groups are measured at multiple times before and after the inter-
ention is introduced to the treatment group. Such a design would look like
théfo]lowing:

Treatmentgroup: O, O, O; O, X Oy Oy O; O

Comparison group: O; O, O; O, O, O, O, O

Wraparound Services: An Interrupted

Time Series Example

In 1996 Congress mandated that the Department of Defense (DoD) develop,
implement, and evaluate a demonstration project that utilized a “wrap-
around” service system for child and adolescent military dependents. Con-
gress defined “wraparound” as a community-based program developed with
a focus on individual needs to support normalized and inclusive options for
child and adolescent mental health patients and their families. The evaluation
addressed child and family outcomes and costs. A randomized experiment
was not acceptable to DoD, so a nonequivalent comparison group design was
used (Bickman, Smith, Lambert, & Andrade, 2003). The treatment group
contained the children and familiés who entered the wraparound program.
However, a comparison group was not easily established. The evaluators chose
to recruit families who had been referred to the demonstration but did not
participate in it. The logic was that the groups should start out equivalent be-
cause the children were referred by the same sources, However, it was possible
that the demonstration’s eligibility criteria and the self-selection of the fami-
lies into the demonstration could produce two very different groups of chil-
dren. Therefore, a comparison of the baseline data of those who agreed to par-
ticipate in the evaluation and those who did not was conducted; this showed
only 5 statistically significant differences out of 90 variables (which would be
expected by chance alone).

Although the clinical outcomes for this study were evaluated in a non-
equivalent group design, the cost analysis used a form of the interrupted time
series design with a nonequivalent comparison group. This design is very
useful for studying variables like service use or cost, which are usually col-
lected frequently.

For service utilization and the cost analysis of the wraparound program,
data from the Health Care Services Record (HCSR) were used. HCSR data re-
port the volume and type of services children received and the dollar amount
providers billed for those services. Summaries of these data were supplied for
the services children received over the 3 years preceding the start of the wrap-
around demonstration and ended 1 month before any child received the last

ke
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Control group
regression line

Treatment group
regression line

<

Cutoff point

Cutoff point

URE 4.0." Assigning a treatment and control group in a regression discontinuity design.

cal conclusion validity, (b) internal validity, (c) construct validity, and (d) ex-
ternal validity (see Table 4.1). Internal validity deals directly with the causal
relationship: Did A cause B? Statistical conclusion validity determines if there
is quantitative evidence of a covariation between A and B. Construct validity
deals with inferences made from findings: Are A and B conceptually what the
researcher believes them to be, or has the relationship been mislabeled? Ex-
ternal validity describes what applications of the causal relationship can be
made. Specifically, can finding that A causes B be applied to other people,
places, or times than this study? Understanding how these threats operate is
critical to designing good studies. Because the goal of the good designer is to
eliminate as many of these threats as possible, they are described in some de-
tail in this chapter.

These four threats to validity apply to randomized experiments and
noncausal relationships (e.g., correlations), but quasi-experimental designs
are often more vulnerable to their effects. Therefore, this section will fo cus on
how threats to statistical conclusion, internal, construct, and external validity
can threaten the interpretations of causal relationships in quasi-experimental
designs.

Statistical Conclusion Validity

! If a study has statistical conclusion validity, then “conclusions about covaria-
tion are made on the basis of statistical evidence” (Cook & Campbell, 1979,
P-37). In quasi-experimentation, these conclusions are drawn about the cause
and effects on the basis of proper statistical methods applied appropriately to
reliable information (Wortman, 1994). Basically, statistical procedures can
demonstrate that the cause is related to a change in the effect. To assess the
statistical conclusion validity of a study, one must determine if (a) the study
design is sensitive enough to detect covariation between two variabies (i.e.,
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TABLE 4.1
Threats to the Four Types of Validity
Statistical conclusion validity
Low statistical power
Fishing and error rate
Unreliability of measures
Unreliability of treatment implementation
Random irrelevancies in the setting
Random heterogeneity of respondents
Violation of statistical tests

Internal validity
History
Maturation
Testing
Instrumentation
Statistical regression
Selection
Astrition (mortality)
Demoralization
Contamination
Compensation
Interactions with selection
Ambiguity about the direction of the causal inference

Construct validity
Tnadequate preoperational explication of the constructs
Mono-operational bias
Mono-method bias
Hypothesis guessing
Evaluation apprehension
Experimenter expectancies
Confounding of constructs
Interaction of different treatments
Interaction of testing and treatment
Restricted generalization across related constructs

External validity
Interaction of selection and treatment
Interaction of setting and treatment

Interaction of history and treatment

cause and effect), and (b) if so, what the evidence of the covariation is,

(c) given the evidence, how strong the covariation is (Rosenthal & Rosn
1991).

There are seven major threats to statistical conclusion validity that m

. drawing conclusions about covariation difficult. These are (a) low statistl

power, (b) fishing and error rate, () unreliability of measures, (d) unrelidbl

ity of treatment implementation, (e) random irrelevancies in the 5¢

(f) random heterogeneity of respondents, and (g) violation of statistic

{Cook, Campbell, & Peracchio, 1990}
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jcal Power

< entation is based on supporting or rejecting the null hypothesis. The
"ypothesis is the hypothesis that would be true if the experimental one is
The null hypothesis is assumed to be true in generating the sampling dis-
ion used in the study (Hays, 1994). For example, if a study hypothesizes
%t A causes B, the null hypothesis would state that there is no causal rela-
Sship between A and B. Thus, if the study fails to reject the hypothesis, then
annot conclude that there was an effect (B) produced by a cause (A). On
other hand, if the study is able to reject the null hypothesis, it has demon-
ted that there appears to be a relationship between the two variables.

In testing causal relationships, there are four possible findings: (a) that a
elationship between the cause and effect exists and the study statistically
enitifies it, (b) that no such relationship exists and the study incorrectly con-
ludes that there is one (false positive), (¢) that no relationship exists and the
udy indicates no relationship, and (d) there is a relationship and the study
alsely concludes that there is none (false negative). A Type I error occurs
when covariation is found to be statistically significant but in actuality there
is no relationship. The Greek letter a (alpha) represents the probability of
such a false positive. When there is covariation and the researcher does not
identify it (i.e., false negative), this is known as a Type II error. The Greek
letter B (beta) represents the probability of making this error. Statistical power
is the probability of identifying the covariation between the cause and effect
when it is does, indeed, exist. This probability is 1 — . Several factors affect
the statistical power of a study. These are the sample size (number of people
in each condition of the study), alpha level (the probability of a false positive),
the type of statistical test applied, and the effect size (the difference between
the means of the treatment and comparison groups divided by their standard
deviation; Lipsey, 1998).

Low statistical power is a threat to statistical conclusion validity because
it increases the likelihood of falsely concluding that there is no relationship
between the cause and the effect. Low statistical power is similar to saying a
study is not very sensitive. To guard against this, the researcher should in-
crease sample sizes, raise the alpha level, use more powerful statistics, or assess
larger effect sizes. It is absolutely critical that statistical power be calculated
during the design of the study. If the power is not sufficient to detect the ex-
pected effect size, it may not be wise to conduct the study.

Fishing and Error Rate

The alpha level is the probability of making a false positive. In the behavioral
sciences this is typically set at p < .05. This means that out of every 100 studies
conducted, 5 will be found significant by chance alone. Fishing occurs when
multiple analyses of the data are conducted without adjusting the significance
level. The more statistical comparisons that are conducted in a single study, the
greater likelihood chance will bias the results. This threat can be decreased by
reducing the number of analyses conducted, making statistical adjustments

3 b &k

o it
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ce level, such as the Bonferroni proce-
and using multivariate techniques
ables (Cook et al, 1990).

(corrections that jower the significan
dure) when performing multiple analyses,
when testing relationships among many vari

Reliability of Measures and Restriction of Range
s a particular threat to statistical conclusion

The reliability of measures pose
stently measure a construct (Shadish et al,,

validity. Reliable measures cons
2002). If a measure is unreliable, unintended variation is added to the research

design. Unreliability may lead to nonsignificant findings when there was ac-
tually an effect pro res threaten validity in

duced. Therefore, unreliable measu

either direction (i.e., false negative OF false positive; Rogosa, 1980). Addition-
ally, measures that restrict the range of data will not be sensitive to changes in
occar when a large proportion of participants

participants. This is likely to
have extremely low or extremely high scores. They either cluster near the low-
floor effect) or at the highest possible score (ceiling effect). :

est possible score (
i#ficult to measure change bec

In either case, itis d
be neither lower nor higher

range limits and can (Shadistr et al., 2002).

Reliability of Treatment implementation
To test whether the cause (e.g- treatment) produces an effect, it is importan

that the cause be implemented consistently. This reliability in implementa-

tion allows for greater causal inferences. For example, conclusions about th
effects of a system-of-care model for children’s mental health would be diffi
cult to draw if some sites did not apply the model or only did so sporadi
ility or fidelity could also occur if one site us

cally. Low treatment reliab
the system-of-care model for some families and not others within the sam

study.

Extraneous Variance in Setting
Variations in the setting :n which the treatment occurs may have an influen
on the effect. These influences can be any type of environmental factor (e
time of day, temperature, noise) that varies at different time points 0T

tween the comparison and intervention groups. This added variance m

it more difficult to identify which effects were produced by the intervent
rather than the setting. Studies conducted within laboratory settings VSR
much smaller sample of participants to detect smaller effects than “real-wo
feld-based studies because the researcher or investigator canl control and
duce the effects of setting var

iation. The ability to control the settingis
absent in studies of treatment or services that take place in the real worl

Random Heterogeneity of Respondents (Units)

If the participants in a study are very different from one another, they
produce findings with a great deal of variation that is not due to the’
ment, This extra variance may obscure covatiation between the cause 21

ause scores are already at the i
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¢t, either by exacerbating or minimizing it. For example, laboratory studies
psychotherapy usually reduce variability by severely limiting the partici-
ants to a single diagnosis, a luxury that is not available in a comminity-
sed mental health center or clinic.

/iolation of Statistical Test

-Statistical conclusion validity is based on the statistical evidence of covaria-
tion between two variables. This evidence is obtained through statistical
- analysis. Each statistical test has certain assumptions that must be met for it
. to be valid. These assumptions should be known before the researcher applies
_them to data. False conclusions may be drawn if an inappropriate test is used
- toassess covariation, For example, analysis of variance (ANOVA) is intended
- for normally distributed data. If the data are highly skewed or bimodal, trans-
formation may need to be conducted first or perhaps a different analytic pro-
cedure applied.

Statistical conclusion validity, although very important for assessing co-
variation and drawing causal inferences in quasi-experimental and experi-
mental designs, has been written about the least in the research methodology
literature. However, there is growing concern over this lack of awareness
(Lipsey, 2000). Specifically, a lack of statistical power is an especially large
 threat to statistical conclusion validity. In 1962, Cohen found that social re-

search had enough power to detect expected effects only half the time (Cohen,
1962). Twenty-seven years later, Sedlmeier and Gigerenzer (1989) found little
. improvement in the social sciences. Overall, most social science is underpow-

* ered, meaning that it is not sensitive enough to detect important smaller ef-
fect sizes, Clearly, there is no point in conducting well thought out and de-
signed studies if they are not powerful enough to identify covariation when it
is present. To avoid this, all planning for experimentation (including quasi-
experimentation) should include a power analysis. Otherwise, treatments may
be labeled as ineffective when, in actuality, they may be of benefit. Consumers
of research should be aware of issues of power when reading studies that con-
clude no effect. Readers should be cognizant of sample sizes, alpha levels, the
types of statistical tests conducted, and the effect sizes anticipated by the re-
searchers. (For more information on statistical power, see Cohen & Cohen,
1983; Lipsey, 1990.)

Internal Validity

e Internal validity refers to the truthfulness “with which statements can be made
about whether there is a causal relationship from one variable to another”
- (Cook & Campbell, 1979, p. 38). Many factors can threaten the internal valid-
' ity of a design. These include history, maturation, testing, instrumentation,
statistical regression, selection, attrition (mortality), demoralization, contam-
ination, compensation, interactions with selection, and ambiguity about the
direction of the causal inference. Each of these will be briefly discussed.
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History
Fvents other than the treatment that have an influence on partic

‘or can threaten internal validity (Shaughnessy & Zechmeister, 1994). These ¥
events typically occur after the pretest and before the posttest so that changes  §
or lack of changes could be due to the intervention Or sOmME other event. Ahis- :
torical event may exaggerate oT coud findings (McCleary, 2000). Imagine the
implementation of 2 school-based program to identify signs of depression
and suicidal risk in teens. At the same time the program is being implemented,
the city begins to air public service announcements detailing the warning
signs of suicide and providing information on services. The posttest of the
school-based program shows that there is an increase in staff and students’
identification of depressive and suicidal behaviors. With these findings, it is
difficult to conclude whether the program worked, the changes were due to
the commercials appearing nightly, or the changes were duetoa combination
of the program and the announcements. Historical events thus make causal

nces difficult. Historical threats can apply to randomized designs if one
nt that the other group is not.

jpants’ behav-

infere
group is exposed to some influencing eve

Maturation
Studies that occur over time are susceptible to the influence of historical

changes as well as changes within participants that were not intended by the
treatment. These changes could include growing older, stronger, wiser, more
fatigued, or bored. If the changes affect the intended outcome, inferences 3
about the effects of the treatment are difficult. This threat to internal validity
is a common concern when researchers are working with young children. Be-
cause children grow and change quickly, it is often more difficult to separate
changes due to natural maturation from effects of the intervention. For ex
ample, in a program o treat hyperactive and inattentive behaviors in youn
children, significant findings may be atiributable to either the program o
to the fact that the children have matured and display more age—appropr'
self-regulation. This is a serious concern for research in the field of child

adolescent mental health services.

Testing :
Testing participants multiple times also may affect the answers they give. Thi

is called reactivity. Reactivity to testing can occut in several ways. Sorm

participants want to be consistent with previous answers, thus minimiz

changes over time. The test may pique participants’ curiosity about SO
thing on the pretest and provoke them to Jook up the answers or at least £
more about the topic. Both thinking more and obtaining information:
improve participants’ performance on the subsequent testing. In such g
their improvements are not due to the intervention but to their own studyld
These reactive testing effects are sometimes referred to as practice effects
There are several ways 0 assess the impact of testing effects. Ite!
sponse theory (IRT) enables researchers to calibrate participants’ perforill
through the use of multiple measures (Lord, 1980). Additionally, resear!
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.can detect the influence of testing effects by providing comparisons be-
7 groups with and without pretest measures. The Solomon four-group
ion is the best example of this (Hendrick et al., 1993; Solomon, 1949). This
1 utilizes four groups: two intervention groups and two comparison
Ps. One of the intervention groups and one of the comparison groups are
én a pretest, and all four groups are given a posttest. This allows inferences
ut the reactivity of testing.

nstrumentation

i-addition to participants changing from pretest to posttest, the data collec-
process may change. This change could be due to an alteration in the per-
‘'son or method for collecting data. This threat is especially salient when the
ata are collected through observational methods and the observer is replaced
during the course of the study (Shaughnessy & Zechmeister, 1994). The new
- person assigned to observe may be less experienced than the previous observer

or use slightly different criteria for judging and categorizing observations.

' Changes in the method of collecting data may also alter the data ob-
tained. For example, a researcher studying insurance use for psychiatric ser-
vices relies on data collected by the insurance company. If the company
- changes to a new system with different coding structures, the data given to the
researcher may be very different from the data obtained earlier. In this situa-
tion, findings of changes in service use may be due to actual changes or to al-
terations in the coding process. This is a common problem in using adminis-
trative data and requires a vigilant investigator. Instrumentation changes are
also common in the study of young children. For tests to be age appropriate,
the method for collecting data is often different. Measuring behaviors in an
infant would be different from measuring behaviors in a 10-year-old child.

Statistical Regression to the Mean

If respondents are assigned to treatment or comparison groups on the basis of
an extreme and unreliable pretest score, the study is at risk for the artifact of
statistical regression to the mean. Statistical regression to the mean occurs
when scores are inflated or deflated due to error in measurement. Because the
pretest score may be abnormally high or low, subsequent testing will most
likely yield scores closer to the population mean {Cook & Campbell, 1979).
A pretest that measures depressive symptoms may question a worman who
had very little sleep and was feeling a bit overwhelmed. Her depressive symp-
toms may appear quite high at that time. However, retesting after she has had
a good night’s sleep and a productive day at work may show very little de-
pressive symptomology. Her pretest score was unexpectedly high, but later
testing will be much closer to the average population score of symptoms,
Regression to the mean is especially a problem when a group is selected or
self-selects based on a high and unreliable score. Thus, selecting the sickest
children for treatment will almost always result in improvement regardless of
the treatment.
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Statistical regression to the mean is associated with random measure-
ment error, which is often due to unreliability of measures. Although the use

le measures will not eliminate this problem, it can minimize the

of more reliab
influence of statistical regression to the mean (Shadish et al., 2002).

Selection
How participants are selected can be a threat to validity when the average
differs from the average person in the other

person in one of the groups
groups. This nonequivalence confounds treatment effects with participant
characteristics, making causal inferences difficult. This threat is greatest in

quasi- experimental research because random assignment is not employed. As
described at the start of the chapter, the Fort Bragg evaluation has been the
largest nonequivalent comparison group study in children’s mental health
andom assignment was not used, the threat of selection bias
is present. Several statistical techniques can be used to ameliorate selection fac-
tors (e.g., propensity analysis), butitis better, when feasible, to avoid selection
factors through the use of a well-planned and implemented research design.

services. Becauser

Attrition (Mortality)

Attrition, also known as mortality, has an effect on internal validity similar to

that caused by selection. Attrition occurs when people drop out of a study and
e people who drop out of one group are dif

do not complete postests. If th
ferent from those that remain in another group, indjvidual participant ch
acteristics can influence the outcomes. In such cases, causal inferences are dif;

fcult because one cannot determine if differences are due to the treatment 9
participant characteristics. Imagine 2 therapy targeted at reducing depr '
sion. What if some people in the treatment group begin t0 feel much betidl
after therapy, decide they no longer need it, and stop attending sessions? T
results in the treatment group containing only people who have not f&
large improvement. Comparisons of the therapy to no-treatment group
show no or even negative effects, when the treatment may have been ¢
effective. Almost every mental health study has attrition, It is importan
the investigator attempt to retain participants, record in detail the ext
attrition (Cordray & Pion, 1993), and conduct an attrition analysis to de
mine if there are biases (Foster & Bickman, 1996). '

Demoralization and Compensatory Rivalry
In addition to participants being different from the way they were at
of the study, they can also behave differently during the study. Par
who somehow learn that they are in the comparison group may fe

pointed about not being in the treatment group and simply give up-

moralization will tend to inflate the differences between the groups
typical 0T

the comparison group will perform more poorly than a
group- Conversely, rather than give up, the comparison group -
harder to overcome differences from the group that receives treatl]
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pensatory rivalry by the comparison group will reduce the difference be-
n. the groups, thus reducing the treatment effect. Whether participants
their group assignment is dependent on the research design and consent

0
edures of the study.

sntamination and Diffusion

lements of the treatment may unintentionally be provided to the compari-
on group in two ways. First, participants in the comparison group may acci-
entally receive some of the treatment through communication with the
reatment group. This is known as diffusion of treatment. Also, participants
rhay accidentally get aspects of the treatment from program personnel. This
“is known as contamination of the comparison group. For example, in a pro-
~gram that provides hot meals to children in the treatment group, exira food
may be given to the comparison group children as well. Both diffusion of
treatment and contamination of the comparison group will minimize the dif-
- ference between the two groups because to some degree they are both getting
the treatment.

Interactions: Selection Maturation, Selection

History, Selection Instrumentation

Although the threats to validity are described individually, they seldom work
" in isolation. Of the threats to internal validity, several are more likely to work
in conjunction. These are (a} selection maturation, (b) selection history,
and (c) selection instrumentation. Selection maturation is the additive effect
of nonequivalence groups that are also maturing at differential rates. Selec-
tion history refers to nonequivalent groups that experience different influen-
tial historical events. Selection instrumentation occurs when nonequivalent
groups are tested using different measurements. Measurement differences
could include a change in measures, time intervals of measurement, or the
presence of ceiling or floor effects in the data.

Ambiguity About the Direction of Causal Inference

As mentioned earlier, the cause must precede the effect in order for the re-
searcher to determine causality. If measurement is cross-sectional, meaning it
occurs only at one point in time, then it is difficult to claim that A causes B
and B did not cause A, or perhaps that some other variable, such as C, caused
A and B. When both A and B are measured at the same time, then the study is
correlational because temporal order is unknown and no inferences about
causality can be made.

Importance of Internal Validity

Traditionally, internal validity has been written about as the most important
type of validity. It is the only type of validity that directly examines a causal
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relationship. As Campb ell and Stanley (1963) claimed, “Internal validity isthe
tis uninterpretable” (p. 5). Of-

basic minimum without which any experimen
e study question, the more frequently it will en-

ten, the more complicated th
counter potential threats to validity (Mark, 2000).
In addition to identifying threats to interpreting causal relationships,

the researcher is interested in specifying the contingencies of such relation-
clude: “Under what conditions and

ships. Examples of these contingencies in

to whom does the causal relationship app
onstruct and external validity.

ly?” Contingency questions are ad-

dressed through ¢
Construct Validity
Construct validity i focused on whether the study is measuring what it in-
ake causal inferences, it is necessary to ensure that the

tends to measure. To m
ded cause and effect and has not mislabeled or

study is assessing the inten
confounded them with other variables during operationalization. The mea-

surement of the cause and effect variables should have convergent and dis-

criminant validity, meaning that it is similar to other measures of the same
construct and unlike measures of different constructs. For example, a mea-
sure of major depression should be similar to some measures of bipolar dis-
order but different from measures of schizophrenia. In mental health services
research, the construct validity of the cause (i.e., services oI treatment) is usu-
ally very weak. There are no clear operational definitions of what is meant by
such “treatments” as outpatient care OF hospitalization. These can be seen @
simply locations of treatment and not as describing treatment. Similar prob-
lems exist in the introduction of new treatments or services such as wrap-

around. A clear and precise definition is required tO enhance the construc
validity of the service O treatment being delivered (i.e., cause). Additionall
a2 method for monitoring the fidelity of implementation of services Or treats
ments is needed to ensure that the construct is actually delivered as planned\
and promised. Variability in implementation can also affect statistical concl

sion validity. In children’s mental health, we have less of a problem with th

construct of effect because usually a great deal of effort is expen
mine the psychometric qualities of the outcome measures. HoWEVer, even
that the investigator mu

these concerns are dealt with, there are still threats

be vigilant about.

There are 10 po

can occur at the same time and greatly

be drawn from the data.

tential threats to construct validity. Each of these thre
influence any interpretation that m

erational Explication of the Constructs
Prior to implementing a study, researchers must clearly articulate the ¢
structs they intend to measure. They must clearly state what the cause an
effect are. Mislabeling themn may lead to incorrect causal inferences.

Inadequate Preop
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no-Operational Bias
ost studies use only one measure of a construct. However, the use of only
- measure will tend to inadequately represent the construct and mdy in-
uide irrelevancies and other constructs (Shadish et al., 2002). It is often not
smuch of an added cost to include more measures of a construct.

Mono-Method Bias

In addition to using multiple measures of a construct, using different meth-
" ods of data collection is preferable. This is due to the risk that the method of
" data collection will influence the data obtained. For example, if all the mea-
 sures for self-efficacy are given as written surveys and some participants are
“uncomfortable reading, they may feel less efficacious while completing the
" form and report lower levels of self-efficacy. However, an interview with the
same questions may yield different, more favorable, responses.

Hypothesis Guessing

Another threat to construct validity is that participants will be able to guess
the hypothesis of the study and alter their behavior as a result. The best way
to avoid this threat is to make the hypotheses difficult to identify, decrease the
~level of reactivity of the study, and, if possible, give different hypotheses to
different participants (Cook & Campbell, 1979).

Evaluation Apprehension

Many people are apprehensive about being evaluated and may alter their be-
haviors to appear in a more positive light (Campbell & Russo, 1999). This
evaluation apprehension typically results in people attempting to portray
themselves as competent and psychologically healthy (Cook & Campbell,
1979). Such behaviors may magnify or obscure treatment effects.

Experimenter Expectancies

In addition to the participants having expectations about the purpose of the
study, researchers might have expectations that could bias data. If the re-
searcher believes in a treatment and is aware of who obtains the treatment
there is an opportunity for conscious or unconscious bias. This problem can
be avoided through the use of masking, in which the researcher is unaware of
cither the research hypothesis or the group membership of each participant.
However, it is usually not possible to mask the person delivering the treat-
ment. In psychotherapy research, this may lead to the allegiance effect. This
effects occurs in the situation where positive results are only associated with
the investigator who developed the therapy being tested.
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Confounding of Constructs
Confounding of constructs occurs when the cause and

Jevels such that A at one level causes Bbutata different .
B. This is most common when continuous constructs are measured discretely ;|

or when only one level of a construct is measured. For example, a medication
at 1 mg will reduce seizares, but at less than .8 mg or above 1.4 mg it will have

no effect. A design that only measures 2 Mg would be insensitive t0 the dose
d would erroneously indicate that the medication had no effect

ffect vary at different
level has no effect on

3

response an
on seizures.

rent Treatments
the same participants may

one treaiment to
ion of the two treatments. Although this

dies than field settings, there is a risk to
To avoid this threat, researchers
T provide several {reatment groups,
interaction. Howeven in services re-
al elements of an intervention.

interaction of Diffe
Studies that provide more than
yield an effect from the interac
1 in laboratory stu

is more commeo
treatment at 2 time.

testing more than one
should test each treatment separately 0

one for each treatment and one for each
search it is often not feasible to isolate the critic

Interaction of Testing and Treatment
The treatment and testing process can potentially interact, reducing the gen-
eralizations that can be made about the effects of the treatment. For example,
would a study that used three pretests have found the same effects if it had
one pretest? The interaction of the treatment with the method and time in®

terval of testing may have an effect on the conclusions that are drawn.

Restricted Generalization Across Related Constructs
If a causal relationship is established, it is necessary to determine the brea
of effects that may be influenced by the cause. For example, a program to
duce hyperactive behavior in children may show success in increasing ove
attention but have little influence on other constructs, such as school periol

mance and compliance with adult demands. How findings can generaized
other constructs is an imp :

ortant question for social interventions.
Overall, construct validity is important for applications of findings®
studies. If a causal relationship is identified, it is necessary to determin
the constructs underlying the relationship are valid. For example, a T€5€
could conduct a study to improve mathematic ability through an intelieg
program that uses word problems. As a consequence of going OVer: Ofy
problems, the participants Improve their reading ability. At the conclusi
the study, the children perform better on mathematical word proble
though a causal relationship was demonstrated, the cause Was st
The improvement in the testing was not due to improved mathemati
ility. Inferences and applications is st

but increased reading ab from this stU
be invalid while the causal relationship may have been internally valt
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Validity

ocial research is often focused on identifying caunsal relationships to deter-
e how best to help people. The process of generalizing findings from a
tudy to other people, settings, or times is referred to as external validity and
s based on a correspondence between target populations, study populations,
and the achieved sample. The more representative of the target population
" the people in the study are, the higher the external validity. Like the other
forms of validity, external validity has threats as well. These are (a) an inter-
action of selection and treatment, (b) interaction of setting and treatment,
and (c) interaction of history and treatment.

Interaction of Selection and Treatment

Selection bias affects not only causal inferences but also generalizations about
findings. Perhaps the people who volunteer for a study are systematically dif-
ferent from those who do not. In such cases, selection is not 2 threat to in-
ternal validity because volunteers would be present in both the treatment
and comparison groups; however, the interaction of selection and treatment
could threaten external validity such that the findings of the study may not
apply to other (nonvoluntary) people.

Research on the characteristics of people who volunteer for studies has
shown them to be more motivated to comply (West & Sagarin, 2002), better
educated, have higher incomes, and be of nonminority group status (Rosnow
& Rosenthal, 1976) compared to the typical members of the population. If
participants who volunteer for research are different from those who do not
volunteer, the strength of generalizations of findings to other groups is weak.

Interaction of Setting and Treatment

The setting in which the treatment is implemented may also influence the
generalizability of findings. For example, a program that is very effective in an
in-service psychiatric hospital may be less effective when provided as an after-
school program. Perhaps the intensive setting of a residential facility is more
engaging for participants, whereas seeking services at school is perceived as
stigmatizing. In this example, both the treatment and the setting interact with
cach other, influencing the application of causal relationships. The same pro-
gram may be effective in one setting but not another. Of greater concern is the
B possibility that results obtained from a demonstration project cannot be
replicated when applied in more typical settings.

Interaction of History and Treatment

The effects of treatment are influenced by the historical context in which they
occur. A treatment may be very effective at one point in time but not very ef-
fective at another. In the area of mental health, attitudes and public awareness
about mental illness have been changing. A program to identify children with




mental health problems may have experienced less success in the 19508 than
it would today, when seeking services is more socially accepted. The program
mmay be exactly the same in 1954 and 2004 but be successful only in the pres-
ent day due to children an illing to seek services and

d families’ being more w
comply with treatment.

RANDOMIZED EXPERIMENTS
VERSUS QUASI-EXPERIMENTAL

DESIGNS: TRADE-OFFS

Experimental and quasi- experimental designs are susceptible to threats to va-
lidity. Some designs are more vulnerable to certain threats than others; how-

ever, none are {Mmune. Additionally, all four types of validity are interrelated.
As noted by Cook and Campbell (1979), “increasing one Iind of validity will
probably decrease another kind” (p- 82)-

Although randomized experiments greatly reduce the threat of selection
bias and therefore increase internal validity, they may create 2 nontypical en-
vironment and therefore reduce external validity. For example, an experi-

mental study may be able to randomly assign participants, but few programs
have the resources Or flexibility to implement such a procedure. Experimen-
tal studies may strengthen statistical conclusion validity through increasing

participant numbers and t points, but this may be

murmnber of measuremen
more burdensome t0 participants and result in greater attrition and more.;
ment, thus reducing sta

unreliability in measure tistical and internal validity.
Using multiple measures to improve construct validity may increase cost, te
sulting in lower numbers of participants, and may be mote burdensome
leading to greater attrition. In this case, both internal validity and statistic

conclusion validity will be lower.
All research designs involve trade-offs among the different types ¢
ine, a priotl, which types of ¥

yalidity. Therefore, researchers need to determin
r predominately inte
etween two variables of int

lidity are most important. For instance, is the researche
ested in determining the causal relationship b
generalizability of the effects of a program to other groups? Al explicit §
ment of the goals of the research will help determine which threats Wi
most severe and what design steps are needed to control for them.
Although random assignment helps protect against the threat of $
tion bias, randomized experiments are not free from its effects. If attr
high or differential, the protective effects of randomization may belost.
tionally, quasi—experimental designs that tack randomization can still co!
for its effects. Regression discontinuity designs enable researchers 10
or it in subsequent analyses
ores in nonequ

mine the assignment criteria and control fi
statistical procedures such as the use of propensity sc
Allow researchers, through the use of logist
mbership based on scores o1l other relevall

comparison group designs
gression, to predict group me
tors (Rosenbaum & Rubin, 1985; Rubin & Thomas, 2000).
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Although randomized experiments are viewed as the gold standard for
esearch, quasi-experimental designs, when designed well, can support the
same causal inferences while increasing external validity. This chapter placed
a great deal of emphasis on the types of and threats to the validity of a study.
‘Armed with an understanding of these threats, researchers will be able to de-
- sign better studies and consumers of research will be able to judge the quality
and veracity of conclusions.

s
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i nizmand

Ethical Considerations for Research
in Children’s Mental Health Services

esearch is relatively recent,

s of people participating inr
1960s. When considering

Awareness of the right

with most legislative changes occurring since the
the historical lack of protection of human participants, most people recall the -
Nazis during World

atrocious medical experimentation conducted by the
kered past of infring-

‘War 11. However, evenl the United States has a very chec
ing on the rights of its citizens when conducting medical research. The most
common of our unprotected participants have been veterans, children, in-

mates, psychiatric patients, jmpoverished minorities, and persons with devel

opmental disabilities. ,
As a result of public attention, especially regarding the Tuskegee Syphili :
Study, the National Research Act of 1974 was passed. This act created the Na
tional Commission for the Protection of Human Subjects of Biomedical and’
Behavioral Research, which eventually published the Belmont report in 197

‘The Belmont report identified three essential areas for ethical research: (a) rex
spect for persons such that each person enters into research yoluntarily an
well informed; (b) beneficence as a rule so that research does not harm p
ticipants, maximizes their benefit, and minimizes harm to them; and (¢) ju
tice so that every participant is treated fairly and not exploited.
Additionally, the U.S. Department of Health and Human Servi
(DHHS) regulations for the protection of human participants (Title 45 Cod
of Federal Regulations Part 46) offer special protections for children and 2
Jescents. In addition to consent from parents, researchers must explai
study to children and obtain their assent o participate. This requirement:

be even niore challenging for research on children’s mental health service
which the function and comprehension of some children, adolescents,
families may be lower than those of typically developing peers. Additionalld

confidentiality is of strnost importance becauise of potential stigmatiza

and discrimination.
To ensure that the recommendations of

lations of DHHS were used, many universities
ated IRBs. These committees, typically compos
members, and religious leaders, review propose
that they meet federal and institutional criteria

the Belmont report and reg
and research institutions:$
ed of researchers, commil

d research projects and
for ethical research. |
conduct training for jnvestigators and periodically audit research Prolé
ensure compliance with proposed protocol. Last, participants may contZeicy
IRB if they suspect their rights as participants are not being proteciet: o ‘
research institutions; the IRB has the ability to halt research.

All research, especially research with children, should address

pants’ Tights, protection, benefit, and potential risk. Ideally, an exterys
such as an IRB, will oversee empirical works 10 promote ethical b
Because children, especially children with special needs, are consk
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rescarchers must design consenting and assenting
rocedures that best inform them of their rights and ensure their confiden-
iality. Ethical research does not entail a static, rule-following process, but
ather an iterative process of balancing research questions with the best inter-
st of children, their families, and society. Although there may be an added
hallenge for research with children with mental disorders, ethics are a para-
“mount cONCEIN in design and execution. For more information on ethical re-

al health, we highly recommend Hoagwood, Jensen,

“vearch in children’s ment;
_and Fisher (1996), Ethical Issues in Mental Health Research with Children and

Adolescents. The protection of human participants applies equally to quasi-
“experimental and experimental designs. Both warrant the same level of ethical
" considerations and scrutiny in recruitment, implementation, and execution.

sulnerable population,




98

ASSESSME

NT, METHODOLOGY, AND EVALUATION MODELS

REFERENCES

Bickman, L. (19962)- A continuum of care: More is not always better. American Psy-

chologist, 51(7)s 689-701.

Bickman, L. (Ed.). {1996b). Sp ecial issue: The
tal Health Administration, 23(1).
Bickman, L., Gutheri¢, P. R, Foster, E. M., Lambert,
C.S., et al. (1995). Fvaluating managed menta

experiment. New York: Plenum Press.
A.R. (2003). Evaluation of a

Bickman, L., Smith, C. M., Lambert, B. W, & Andrade,
congressionally mandated wraparound demonstration. Journal of Child and

Family Studies, 12(2), 135-156.
Bickman, L., Summerfelt, W. T, & Noser, K. (1997). Comparative QUtcOmes of emo-
tionally disturbed children and adolescents ina system of services and unusual
care. Psychiatric Services, 48(12), 1543-1548.
Boruch, B. E (1997). Randomized experiments for planning and evaluation. Thousand
Oaks, CA: Sage.
Campbell, D. T., & Russo,
Sage. :
Campbell, D. T., & Stanley, . C. (1963). Experimenml and quasi—experimental designs
for research. Boston: Houghton Mifflin.
Cohen, J. (1962). The statistical power of abnormal-social psychological research: A
review. Journal of Abnormal and Social Psychology, 63, 145-153.
Cohen, J. (1992). A power primer. Psychological Bulletin, 112(1), 155-159.
Cohen, J., & Cohen, P. (1983). Applied regression/correlation analysis for the behavioral:
sciences. Hillsdale, NJ: Erlbaurm. :
Cook, T. D, & Campbell, D. T. (1979). Quasi-experimentation. Boston: Houghton:
Mifflin. -
Cook, T.DD., Campbell, D. T., & Peracchio, L. (1990). Quasi experimentation. InM.
Dunnette & L. M. Hough (Eds.), Handbook of industrial and organizational ps
chology (Vol. 1, pp- 49 1-576). Palo Alto, CA Consulting Psychologists Pre

Cordray, D. (2000). Enhancing the scope of experimental inquiry in interventi
studies. Crime and Delinquency, 46(3), 401-424.
Cordray, D., & Pion, G. (1993). Psychosocial rehabilitation assessment: A broaf
perspective. In R. L. Glueckauf, L. B. Sechrest, G. R. Bond, & E. C. Mc

(Eds.), Improving assessment in rehabilitation and health (pp- 215-240). N

bury Park, CA: Sage.

Corrin, W., & Cook, T. (1998). Design elements of quasi-
Educational Productivity, 7, 35-57.

Foster, M., & Bickman, L. (1996). An evaluator’s guide 0 detecting attrition P'{
lems. Evaluation Review, 20(6), £95-723. '

Hays, W. (1994). Statistics. Fort Worth, TX: Harcourt Brace College Publishers

Hendrick, T. B.; Bickman, L., & Rog, D.T. (1993). Applied research design: A prac

guide. Thousand Oaks, CA: Sage.

Hill, J., Rubin, D., & Thomas, M. (2000). The design of the New York school
scholarship program evaluation. In L. Bickman (Ed.), Research

{pp- 155-180). Thousand Qaks, CA: Sage.
Hoagwood, K., Jensen, P, & Fisher, C. (1996). Ethical issues in mental health
with children and adolescents. Mahwah, NJ: Erlbaum.

Fort Bragg experiment. Journal of Men-

E. W, Summerfelt, W. T., Breda,
I health services: The Fort Bragg

M. J. (1999). Social experimentation. Thousand Oaks, CA:

experiments. AdvancesJig



Research Designs for Children’s Mertal Health Services Research

Holland, P. {1989). Comment: It’s very clear. Journal of the American Statistical Asso-
' ciation, 84, 875-877.

- Keppel, G. (1991). Design and analysis: A researcher’s handbook. Upper Saddle River,
NJ: Prentice Hall. "

Lambert, E. W,, Wabhler, R. G., Andrade, A. R., & Bickman, 1. (2001). Looking for the
disorder in conduct disorder. Journal of Abnormal Psychology, 110(1), 110-123.

Lipsey, M. (1990). Design sensitivity: Statistical power for experimental research. Thou-
sand Oaks, CA: Sage.

Lipsey, M. (1998). Design sensitivity: Statistical power for applied experimental re-
search. In L. Bickman & D. Rog (Eds.), Handbook of applied social research
methods. Thousand Oaks, CA: Sage.

Lipsey, M. (2000). Statistical conclusion validity for intervention research: A signifi-
cant (p < .05) problem. In L. Bickman (Ed.), Validity and social experimentation
(pp. 101-120). Thousand Qaks, CA: Sage.

Lipsey, M., & Cordray, D. {2000). Evaluation methods for social intervention. Anual
Review of Psychology, 51, 345-375.

Lord, E (1980). Applications of iten respornise theory to practical testing problems. Hills-
dale, NJ: Erlbaum.

Mark, M. (2000). Realism, validity, and the experimenting society. In L. Bickman
(Ed.), Validity and social experimentation (pp. 141-168). Thousand Oaks, CA:
Sage.

McCleary, R. (2000). Evolution of the time series experiment. In L. Bickman (Ed.),
Research design (pp. 215-234). Thousand Qaks, CA: Sage.

National Commission for the Protection of Human Subjects of Biomedical and Be-
havioral Research. (1979). The Belmont repori: Ethical principles and guidelines
for the protection of human subjects of research. Washington, DC: Belmont Con-
ference Center at the Smithsonian Institution.

Reichardt, C. (1992). Estimating effects of community prevention trials: Alternative
designs and methods. In H. D. Holder & J. M. Howard (Eds.), Community pre-
vention trials for alcohol problems: Methodological issues (pp. 137-158). West-
port, CT: Praeger.

Reichardt, C., & Mark, M. {1998). Quasi-experimentation. In L. Bickman & D. Rog
(Eds.), Handbook of applied social research methods (pp. 193-228). Thousand
Qaks, CA: Sage.

Rogosa, D. (1980). A critique of cross-lagged correlation. Psychological Bulletin, 88,
245-258.

Rosenbaum, P., & Rubin, D. {1985). Constructing a control group using multivariate
matched sampling incorporating the propensity score. American Statistician,
39, 33-36.

Rosenthal, R., & Rosnow, R. (1991). Essentials of behavioral research: Methods and
data analysis. Boston: McGraw-Hill.

Rosnow, R. L., & Rosenthal, R. (1976). The volunteer subject revisited, Australian
Journal of Psychology, 28(2), 97-108.

Rubin, D., & Thomas, N. (2000). Combining propensity score matching with addi-
tional adjustments for prognostic covariates. Journal of the American Statistical
Association, 95, 573-585.

Sedlmeier, P., & Gigerenzer, G. (1989). Do studies of statistical power have an effect
on the power of studies? Psychological Bulletin, 105, 309-3 16.

Shadish, W., Cook, T., & Campbell, D. (2002). Experimental and quasi-experimental
designs for generalized causal inference. New York: Houghton Mifflin.




100

ASSESSMENT, METHODOLOGY, AND EVALUATION MODELS

methods in psychology. New York: -
d ad-

Shaughnessys J.» & Zechmeister, E- (1994). Research

McGraw-Hill.

Snijders, T., & Bosker,
vanced multilevel mo

Solomon, R. (1949). An extensio
election and lo

137-150,
West, S., & Sagarin, B. (2002). Participant
ickman (Ed.), Contributions to research desigh:

ments. InL. B
legacy (PP- 117-154). Thousand Oaks, CA: Sage.
research quality. In H. Cooper & L. Hedges (Eds.),
110). New York: Russell Sage

Wortman, P. (1994)- Judging
The handbook of research synthesis (PP- 97—

Foundation.

R. (1999). Multilevel analysis: An introduction 10 basic an
d Oaks, CA: Sage-

deling. Thousan
n of control group design. Psychologi

cal Bulletin, 46,

ss in randomized experi-
Donald Campbell’s




