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Abstract 
 

New product development is critical for firms to achieve and maintain growth and performance, 

and is part of the OECD’s definition of innovation. We build a novel dataset of 123,545 USPTO 

trademark registrations by S&P 1500 firms from 1993 to 2011 to study whether and how CEO 

compensation risk incentives motivate new product development. Our tests offer evidence on how 

risk incentives affect the development of new products. We find that the number of trademarks 

increases with the fraction of compensation in the form of stock options, the convexity of 

incentives, and unvested stock options, both in low-patent (non-high-tech) and high-patent (high-

tech) industries. Using a revised accounting rule, SFAS 123(R), as an exogenous shock, we find 

that reductions in stock option compensation cause reductions in trademark creation. Overall, the 

evidence indicates that CEO risk-taking incentives are important drivers of new product 

development. 
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1. Introduction 

Several large-scale surveys of CEOs and/or firms document the importance of new product 

development for firm innovation, growth, and performance.1 For example, PWC’s annual global 

surveys report that CEOs rank new product development among the top agenda items to fuel firm 

growth, sometimes even above increasing market share, and not just in a few industries but “in 

virtually all industries.”2 New products or services are necessary to penetrate new markets and 

maintain market share in existing markets. The Census Bureau and National Science Foundation’s 

Business Research and Development and Innovation Survey (BRDIS), conducted with over 45,000 

companies, indicates that the percentage of firms ranking trademarks as very important exceeds 

the percentage ranking patents as very important by double digits in several industries.3,4 

Despite its importance as a major business activity to companies, no published study to 

date has examined how firms make decisions about new product development, due perhaps to the 

absence of a comprehensive dataset measuring new product development activities. New products 

of sufficient importance to firms to seek domestic legal protection are trademarked with the United 

States Patent and Trademark Office (USPTO).  

To fill this gap in the literature, we build a novel dataset of USPTO trademarks for research 

on product development. Our comprehensive dataset consists of 123,545 firm-level U.S. trademark 

                                                 
1 We refer to new product and service development as new product development for brevity in the paper. 
2 See Price Waterhouse Coopers’ 14th Annual Global CEO Survey (2011, Figure 5, p. 9) and 17th Annual Global 

Survey (2014), sent to over 2,000 CEOs of top companies globally, with responses from over 1,300 CEOs.  
3 http://www.nsf.gov/statistics/srvyindustry/#sd website explains BRDIS as “the primary source of information on 

research and development performed or funded by businesses within the United States.” The sample contains for-

profit companies with a U.S. presence and five or more employees engaged in the mining, utilities, construction, 

manufacturing, wholesale trade, retail trade, or services industries. Out of a population of 2 million eligible companies, 

about 5,000 companies with known R&D activity are sent the standard survey (BRDI-1), and about 40,000 other 

companies are sent a short survey screener (BRD-1(S)) for a sample size of approximately 45,000 companies. 
4 Nine industries with this gap are Beverage and Tobacco Products (gap of 30.0%), Food (29.5%), Textile, Apparel, 

and Leather Products (25.1%), Other Nonmanufacturing (25%), Wood Products (18.7%), Finance and Insurance 

(15.4%), Information (13.1%), Primary Metals (11.3%), and Nonmetallic Mineral Products (10.3%). In contrast, the 

importance of patents exceeding trademarks by double digits occurs in the following three industries: Computer and 

Electronic Products (gap of 14.4%), Chemicals (13.2%), and Professional, Scientific, and Technical Services (11.4%). 

See Data Tables 53 and 55 of the latest BRDIS (2012) survey (http://www.nsf.gov/statistics/2016/nsf16301/#chp2). 

http://www.nsf.gov/statistics/srvyindustry/#sd
http://www.nsf.gov/statistics/2016/nsf16301/#chp2
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registrations for S&P 1500 firms from fiscal years 1993 through 2011.5 In this study, we examine 

how compensation risk incentives motivate new product development, as measured by trademark 

creation. 

Product development entails risks for the CEO about whether the product will be completed 

and whether it will launch successfully with customers (see Appendix B). Theoretical models 

suggest how compensation incentives can be structured to encourage the CEO to undertake these 

risks (see Section 3). We consider three standard measures of risk incentives in the CEO 

compensation literature: the fraction of CEO compensation in the form of stock options, the 

convexity of the CEO’s wealth as a function of firm value estimated using Vega, and the amount 

of unvested stock options held by the CEO. These incentives are informed by standard principal-

agent models where CEOs are assumed to be averse to exerting effort and to risk. Convex CEO 

incentives involving long-term payoffs are needed to increase CEOs’ willingness to undertake 

risky activities. Empirical research shows that such incentives encourage CEO risk-taking in other 

contexts.6 Thus, we expect these incentives to increase the creation of new product trademarks. 

In addition to providing insights on how firms motivate new product development, our 

evidence contributes a validation test of whether trademarks are innovation. Existing innovation 

studies examine almost exclusively R&D and patents, and ignore trademarks, either because of the 

absence of trademark data or because new product development efforts are generally not viewed 

as innovation in the current literature, despite the broad definition by the Organization of Economic 

Cooperation and Development’s (OECD) to include new product development as innovation:  

                                                 
5 See Sections 2, 4, and Appendix A. Additional details of the compilation procedure for the dataset are available upon 

request. To distinguish between product development activity and marketing activity, we classify new trademarks as 

either new product trademarks or marketing trademarks (see Section 4.1 and Appendix A for details). 
6 For example, related theory includes Hirshleifer and Suh (1992) and Manso (2011). Rajgopal and Shevlin (2002) 

examine CEO incentives and risky oil and gas exploration, Coles, Daniel, and Naveen (2006) examine several 

measures of firm risk-taking, while Low (2009) examines stock return volatility as a measure of risk-taking.  
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“An innovation is the implementation of a new or significantly improved product (good 

or service), or process, a new marketing method, or a new organizational method in 

business practices, workplace organization or external relations” (OECD/Eurostat 

2005, p. 46, OECD 2010a, 2010b).  

Notably, this definition extends innovation to include “activities related to the development and 

implementation of product and process innovations, […] that are not already included in R&D” 

(emphasis added, OECD/Eurostat 2005, p. 98). Furthermore, page 114 of the manual identifies 

trademarks, and not just patents, as means of appropriating gains to innovation. We examine in 

this study whether trademark activity is a potential proxy for successful innovation. Evidence that 

trademarked products are motivated in a manner similar to how firms motivate patent and R&D 

innovation would corroborate CEO survey evidence that firms view development of trademarks 

as important innovation activities, and be consistent with the OECD definition of innovation. 

A clear benefit of using trademarks to measure innovative activity is that it enables study 

of many different forms of innovation in a broad set of firms and industries beyond the narrow set 

that report R&D or patents. Firms face tradeoffs, such as the need for public disclosures to gain 

legal protection versus preserving proprietary business secrets, in deciding whether to obtain 

patents for innovations. Patenting is not always optimal or feasible. Empirically, 56.4% of all S&P 

1500 firms and 50.8% of S&P 1500 firms with trademarks do not report R&D expense during our 

sample period. Additionally, 50.3% of all S&P 1500 firms and 42.1% of S&P 1500 firms with 

trademarks register no patents (see also Figure 1). These statistics suggest that many new product 

trademarks are unrelated to R&D or patents. Certain major industries, such as Financial Services 

and Alcoholic Beverages, do not usually patent products despite extensive innovation, e.g., new 

financial securities, new ways of investing, and new banking and payment methods in the financial 

services industry, and new containers and recipes in the beverage industry.7  

                                                 
7 Alcoholic Beverages is a low-patent industry but has the second highest number of new trademarks per firm-year 
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Furthermore, disruptive innovations need not be derived from innovation in new 

technology but are defined by innovation of the business model, often using existing technology 

(Christensen, Raynor, and McDonald 2015). Two prominent examples are Uber and Netflix, which 

are currently among the most valuable companies. Uber’s model of digitally connecting riders with 

drivers uses existing technologies (electronic communication and software for handheld devices). 

Netflix’s initial mail service for delivery of entertainment DVDs (highly innovative in its time, 

though now superseded by streaming) also uses a straightforward technology (a special type of 

envelope) along with a simple new software. These two companies are undoubtedly innovative, 

yet they belong to low-patent industries (Transportation and Entertainment, ranked 37th and 31st in 

patent intensity, respectively, out of 48, see Table 1, Panel D), thus would often be excluded in 

patent-focused studies. 

In addition, evidence suggests that trademarks are valuable (Krasnikov, Mishra, and 

Orozco 2009; González-Pedraz and Mayordomo 2012; and Faurel, Li, Shanthikumar, and Teoh 

2017). Businessweek/Interbrand reports that, in 2003 (the middle year in our sample period), the 

mean (median) value of the top 100 global brands is 53% (27%) of the associated companies’ total 

assets. Finally, firms spend considerable amounts of money defending trademarks in courts, and 

large amounts are often awarded in these cases. Given their high value to companies, it is important 

to understand how firms motivate trademark development. 

Risk incentives in CEO compensation affect both patents and trademarks. To examine 

incremental risk incentive effects on trademarks, we restrict our main sample to low-patent 

industries, which we define as industries with less than 15 patents per firm-year, on average (see 

Table 1, Panel D). Firms in low-patent industries are important for the economy, representing 68% 

                                                 
among the 48 major industries (Table 1, Panel D). One prominent firm, Diageo PLC, highlights its innovation 

department on its website http://www.diageo.com/en-us/ourbrands, accessed September 2017.  

http://www.diageo.com/en-us/ourbrands


5 

of the sales of S&P 1500 firms during our sample period. 42% of firms produce trademarks but no 

patents, and these firms use significant amounts of option-based compensation, 26% of total CEO 

compensation on average, compared to a full sample average of 28%, suggesting that risk 

incentives are important for motivating trademark development. Given the absence, to date, of a 

published large sample study to provide a benchmark for comparison, we also estimate the relation 

between CEO compensation incentives and both trademarks and patents in high-patent industries. 

In additional analyses, we construct a composite innovation measure combining trademarks and 

patents, and examine how risk incentives affect this composite measure.  

Consistent with theoretical predictions, we find statistically significant positive relations 

between product trademarks and the fraction of CEO stock option compensation to total 

compensation, CEO incentive convexity (Vega), and CEO unvested stock option holdings, in low-

patent industries. These results are robust to controls for total CEO compensation, firm 

characteristics (sales, profitability, investment opportunities, and leverage), and industry and year 

fixed effects.  

For the high-patent sample, we also find a similar significantly positive relation for product 

trademarks with Vega and with unvested stock option holdings but not with the fraction of option 

compensation to total compensation. Contrasting trademarks with patents, the positive relation 

between patent production and CEO risk-taking incentives is strong in high-patent industries, but 

insignificant for two incentive measures in low-patent industries. These differences in findings 

suggest that the effect of CEO incentives on trademarks is distinct from the effect of CEO 

incentives on patents. Finally, we find a positive relation between CEO incentives and the 

composite innovation measure derived from both trademarks and patents for the full sample, and 

low- and high-patent samples separately.  

Since compensation is endogenous, instead of convex compensation schemes encouraging 
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risky product development among low-patent firms, it could be that low-patent firms with strong 

product development opportunities select convex compensation schemes. The reasoning for 

selecting such schemes relates to boards believing that such schemes induce managers to pursue 

these development opportunities, consistent with our hypothesis.  

Nevertheless, to address potential endogeneity or reverse causality concerns, we identify 

an event that represents an exogenous shock to option compensation, following Hayes, Lemmon, 

and Qiu (2012). A revised accounting rule, SFAS 123(R), requires firms to include stock option 

compensation as an expense in their income statements in fiscal years beginning after June 15, 

2005, raising the reporting costs of using stock options. This reduces many firms’ use of option 

compensation for an exogenous reason, unrelated to product development. We use propensity 

score matching to create matched pairs of firms which are similar along a wide set of firm 

characteristics but differ in how they are affected by SFAS 123(R). We find that firms with top-

tercile stock option compensation before SFAS 123(R) experience a significant reduction in 

trademark creation relative to similar firms which are less affected by SFAS 123(R), consistent 

with stock option compensation being a significant driver of new product development.  

Finally, we conduct various robustness tests, two of which further address possible 

endogeneity and correlated omitted variable issues. Firm fixed effects isolate within-firm variation 

in CEO incentives and subsequent new product trademarks. Lagged trademarks control for 

correlated omitted variables and reverse causality problems, which is appropriate as long as the 

values of the main variables of interest remain relatively stable over time (Bova, Kolev, Thomas, 

and Zhang 2015). While these tests have lower power to detect a positive relation between CEO 

incentives and new product trademarks, overall our results are robust. Our results are also robust 

within high-, low- and no-R&D samples.   

The remainder of the paper is structured as follows. Section 2 describes trademarks and 
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differences in industry coverage between trademarks, patents, and R&D. Section 3 develops the 

main hypothesis and Section 4 presents the data. Section 5 presents findings on the relation 

between CEO incentives and the creation of product trademarks. It also presents results related to 

patents, tests on changes in option compensation and product trademark creation around SFAS 

123(R), and additional analyses including examination of non-CEO incentives, a composite 

innovation measure, and R&D as an alternate innovation measure. Section 6 concludes. 

 

2. Trademarks as a Measure of New Product Development 

In this section, we discuss the use of trademarks as an output measure for product 

development and marketing. We first describe what trademarks are, and how they relate to product 

development. We also discuss trademark creation across industries, and how it compares to 

patents. Finally, we discuss some weaknesses to potentially using R&D spending as an alternate 

measure for product development.  

The United States Patent and Trademark Office (USPTO) defines a trademark as: “A 

trademark is a word, phrase, symbol, and/or design that identifies and distinguishes the source of 

the goods of one party from those of others.”8 A firm files for a new trademark when it has a new 

product (good or service), or a new name, slogan, logo, drawing or sound for an existing product. 

Examples include “Microsoft Office,” “Microsoft Office XP,” and “Windows Phone” registered 

by Microsoft Corp., “Escort” and “Mustang” registered by Ford Motor Co., and versions of Hot 

Wheels and Barbie toys and their individual logos registered by Mattel Inc.9  

                                                 
8 The USPTO also writes, “A service mark is a word, phrase, symbol, and/or design that identifies and distinguishes 

the source of a service rather than goods. The term ‘trademark’ is often used to refer to both trademarks and service 

marks.” Consistent with this, we use the term “trademark” to include marks for both goods and services. 
9 Because the cost of filing and registering a trademark is low and no proprietary information needs to be released, 

strategic considerations typically favor filing and registering trademarks. This makes trademarks a reliable and 

effective measure for product development innovation. The primary reason to not file a trademark is the lack of a 

sufficiently new, distinct, and important product (Dean 2017). Despite the low cost, less brand-focused industries may 

not see value in trademarking. Partially for this reason, we include industry fixed effects in our analyses. Residual 
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Thus, new trademarks capture the outputs of two types of activities. Throughout the paper, 

we use trademarks to refer to the operating activities associated with developing new goods and 

services, analogous to how the innovation literature uses patents. First, trademarks capture product 

development of goods or services that are novel and distinct from those of competitors or a firm’s 

own products. For example, The Coca Cola Company filed a trademark for “Coke Zero” to 

differentiate it from its main “Coke” product and protect the new product’s name and Yoplait SAS 

filed a trademark for “Yoplait Pro-Force” Greek yogurt, a child-focused Greek yogurt, to 

differentiate it from its existing products and from other companies’ Greek yogurt products.  

Second, trademarks capture marketing innovations such as those associated with logos and 

slogans from marketing campaigns of either new or existing products.10 Appendix A describes 

how we identify and separate product development trademarks from marketing trademarks to 

distinguish between the two components captured by trademarks. New marketing campaigns 

generally follow new product introductions, thus we focus on product development in our study.11  

Figure 1 illustrates the difference in industry concentration between new product 

trademarks and new patents. The intuition that patents are concentrated among a small set of high-

tech industries is borne out by the data. The top three patent-producing industries account for over 

                                                 
variation in brand focus, within industry, is addressed by the analyses presented in Section 5.3 and Table 5, in which 

we include firm fixed effects (Models I-III) or control for prior-year new trademarks (Models IV-VI).  
10 Prior to a trademark registration, the USPTO requires the applicant to have “used the mark in commerce in 

connection with all the goods/services listed.” (A trademark application may be filed under the “use in commerce” 

basis, if the trademark has already been used in commerce, or the “intent to use” basis, if the trademark has not been 

used in commerce yet, in which case a “statement of use” must be submitted prior to registration.) (USPTO 2012). 

This requirement makes it highly unlikely that firms file extraneous trademarks in case of future use or to block 

competitors from using them, the way they can register domain names. The USPTO’s requirements are designed to 

ensure that any registered trademark is tied to an actual marketed good or service. 
11 There is a high correlation between the number of new product trademarks and the number of new marketing 

trademarks, 0.74, given that new products are typically accompanied by new marketing. Our results are robust if we 

examine all trademarks together rather than focus only on new product trademarks. Marketing trademarks are less 

risky than product trademarks, and less likely to require high risk-taking incentives. In particular, we conduct an 

analysis similar to that reported in Appendix B, but including marketing trademarks (untabulated for brevity). We find 

that when both product trademarks and marketing trademarks are included in the regressions, firm risk is positively 

and statistically significantly related to product trademarks in five of six models, but not significantly related to 

marketing trademarks in any model.    
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50% of new patents. In contrast, new product trademarks cover a wide range of industries, with 

the top three industries representing less than 22.5% of new product trademarks. Additionally, as 

we describe in Section 4.2 and illustrate in Table 1, Panel D, there are significant differences in 

which industries have higher levels of patent production (e.g., Electronic Equipment and 

Computers) and which have higher levels of product trademark creation (e.g., Recreational 

Products and Communications), with a few industries overlapping (e.g., Automobiles and 

Consumer Goods). These statistics reinforce the intuition that trademarks capture a type of activity 

that is distinct from patents, and is potentially particularly important for low-patent industries. 

Another commonly-used measure of innovation which may be related to trademarks is 

R&D expense. R&D expenditures can, in principle, measure the inputs to both the research and 

development phases of innovation. Conceptually, the relation between CEO incentives and 

innovation outputs cannot be inferred from the relation between incentives and innovation input, 

such as R&D expense. Not all R&D expenditures result in trademarks (or patents).Without 

examining innovation outputs, we cannot know if the R&D increase is a response to the 

compensation incentives for reducing agency problems and risk-aversion to increase innovation. 

CEOs might shift reported spending towards R&D to appear more innovative to cater to outsiders’ 

expectations for growth, when not actually investing in the types of risky projects that would lead 

to innovative output.  

Beyond this conceptual distinction, there are several practical challenges to using R&D as 

a measure of product development. The first is that development expenditures are combined with 

research expenditures in R&D or combined with operating expenses. Another is that, in practice, 

many firms do not report R&D expense as a separate line item in financial statements, even for 

firms that undisputedly engage in R&D activities. Koh and Reeb (2015) report that 10.5% of firms 

with missing R&D expense engage in patent activities. Furthermore, when compared with firms 
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that report zero R&D expense, missing-R&D firms file 14 times more patents and their patents 

have 10-45% greater impact on average using various measures, such as citation count, generality, 

originality, and stated contribution. Clearly, R&D expense is an incomplete measure of patent-

related innovative activity for a firm.  

Our data also show that R&D is an incomplete measure of product development. Over our 

sample period of 1993-2011, 61.6% of all Compustat firms, and 56.8% of S&P 1500 firms, do not 

report R&D expense. Moreover, 50.8% of S&P 1500 firms with at least one trademark do not 

report R&D expense. Finally, even among S&P 1500 firms that file patents during the 1993-2008 

period, 27.2% of firms have no R&D expense reported in Compustat.12 

3. Motivating New Product Development with Incentives  

The way in which a firm motivates an activity depends on the riskiness of that activity. 

While scientific research and technological innovations are generally considered risky, some may 

view product differentiation to generate new products as not fundamentally risky, so risk 

incentives are not required to motivate them. However, Appendix B provides evidence that product 

trademarks reflect risky product development, and therefore may need to be motivated with risk 

incentives in compensation, similar to R&D and patent activities. Firms with higher numbers of 

new product trademarks have higher firm risk, as measured by stock return, earnings, and sales 

volatility, both in the development phase and in the post-trademark registration period, controlling 

for volatility in prior periods. Therefore, risk incentives may be needed, on average, to encourage 

risk-averse CEOs to undertake trademark-related activity.  

                                                 
12 Two potential reasons for the lack of consistent R&D expense reporting are as follows. First, accounting rules 

impose restrictions on the classification of expenditures as R&D expense (see FASB Accounting Standards 

Codification 730-15-4 2004 and OECD/Eurostat 2005), and implementing these rules involves considerable 

discretion. For example, expenditures deemed as being for “incremental” improvements of products or product lines, 

even when they result in new products, are often excluded, and the definition of “incremental” is highly subjective. 

Second, because there is discretion in how items are aggregated in financial statements, R&D expense may be pooled 

with other operating expenses in the income statement if the R&D expenditures are deemed immaterial, and materiality 

thresholds are discretionary and vary across firms.  
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Basic agency theory suggests that owners should tie managers’ wealth to firm value in 

order to reduce agency conflicts (Jensen and Meckling 1976). This is often done through equity-

based pay but a higher sensitivity of managerial wealth to stock price (Delta) can decrease risky 

effort when managers are risk averse (Smith and Stulz 1985; Lambert, Larcker, and Verrecchia 

1991), and therefore can discourage innovation.  

Theory suggests that using instruments such as stock options, which include convex 

payoffs with respect to firm value, can help offset the incentives to avoid risk. For example, Smith 

and Stulz (1985) show that increasing the convexity of managers’ wealth with respect to firm value 

increases the managers’ willingness to make risky investments and decreases hedging. Hirshleifer 

and Suh (1992) conclude that stock option compensation should be higher when there are more 

risky desirable growth opportunities due to the convexity that they induce.  

Stock option compensation can also increase innovation incentives due to its multi-year 

vesting schedule, which provides long-term incentives. Cadman, Rusticus, and Sunder (2013) 

provide evidence that stock option grants to CEOs have mean and median vesting periods of 36 

months, and Gopalan, Milbourn, Song, and Thakor (2014) provide evidence that vesting periods 

cluster around three to four years. In several models, the possibility of short-term failure associated 

with risky innovation reduces managers’ willingness to innovate. In Holmstrom and Ricart I Costa 

(1986) and Hirshleifer and Thakor (1992), long-term compensation helps to insulate managers and 

induce them to innovate. Manso (2011) specifically focuses on structuring incentives to motivate 

innovation. He shows that the optimal incentives are tolerant of short-term failure and reward long-

term success. He argues that this can be implemented in part using long-term compensation plans 

such as stock options with long vesting periods. Thus, due to both the convexity of payoffs with 

respect to firm value and the long-term nature of stock option compensation in practice, stock 

option compensation should increase managers’ incentives to pursue innovation. Existing 
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evidence is largely supportive of these theories.13 To the extent that new product development is 

also associated with the risk of short-term failure – not all product development activity results in 

a product going to market, and not all new products are successful – the long-term nature of stock 

options will be important for incentivizing product development as well.  

Guay (1999) reports that stock return volatility increases with Vega, the sensitivity of CEO 

wealth to an increase in stock volatility, which suggests Vega as a good proxy for managerial risk 

incentives. A large literature shows that Vega is positively related to a wide set of managerial risky 

actions including risky exploration activities in the oil and gas industry (Rajgopal and Shevlin 

2002), high investments in R&D spending (Coles, Daniel, and Naveen 2006; Xue 2007), and risk-

increasing acquisitions by banks (Hagendorff and Vallascas 2011). Gormley, Matsa, and 

Milbourne (2013) identify a sample of firms subject to an exogenous shock of increased litigation 

risk from workers’ exposure to chemicals that are newly classified as carcinogens to study the 

relation between Vega and managerial risk taking. They find that firms that reduce Vega more 

tend to cut leverage and R&D, increase cash holdings, and make more diversifying acquisitions. 

Finally, studies also show that Vega is positively related to the risk of misreporting (Armstrong, 

Larcker, Ormazabal, and Taylor 2013) and to higher audit fees (Chen, Gul, Veeraraghavan, and 

Zolotoy 2015; Kim, Li, and Li 2015). 

To the extent that riskiness varies between trademarks and patents/R&D, the effects of 

Vega and Delta may differ across these innovation forms. Where Delta may discourage 

patents/R&D, they may encourage lower-risk trademark efforts.  

                                                 
13 Datta, Iskandar-Datta, and Raman (2001) find that executives with higher stock option compensation complete 

riskier acquisitions. Lerner and Wulf (2007) focus on the head of R&D and show that long-term incentives, in the 

form of stock option compensation or restricted stock, increase the number, originality, and citations of patents. 

Francis, Hasan, and Sharma (2011) find that patent innovation is increasing in stock option compensation. Currim, 

Lim, and Kim (2012) show that increases in stock and stock option compensation increase R&D and advertising 

spending. Finally, Baranchuk, Kieschnick, and Moussawi (2014) find that CEO incentive compensation, made up 

largely of option compensation, is positively associated with post-IPO patent production at newly public firms. 
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Similar to Vega, several papers suggest that unvested stock options are likely to provide 

longer-run incentives which are appropriate for risky innovation (Devers, McNamara, Wiseman, 

and Arrfelt 2008; Erkens 2011; Souder and Bromiley 2012). Executives who hold relatively large 

amounts of unvested stock options are less concerned about current stock price performance since 

a higher stock price is beneficial only after the options become exercisable (Souder and Bromiley 

2012). Thus, these executives are more likely to undertake risky investments, which potentially 

generate long-term value and result in high future stock price, but which may depress short-term 

stock price as the company experiences the costs and risks associated with the initial investments. 

Based on the above discussions, we hypothesize that product development increases with 

risk-taking incentives in the CEO’s compensation. The hypothesis stated in alternative form is:  

H1: Risk-taking incentives in CEO compensation are positively associated with product 

development, as measured by product trademark creation, 

where the measures of CEO risk-taking incentives are (a) the portion of CEO compensation in the 

form of stock options, (b) the convexity of the relation between CEO wealth and stock price 

(Vega), and (c) the value of unvested stock options held by the CEO. When examining Vega, we 

also examine Delta to study their potentially different effects on trademarks. We test this 

hypothesis first for firms in low-patent industries, and then separately for firms in high-patent 

industries. We repeat these tests for patents, and compare them with the incentive-trademark 

relations. Finally, to address possible endogeneity or reverse causality concerns, we examine 

changes in trademark creation following an exogenous shock to option compensation driven by a 

change in accounting rule, SFAS 123(R). 

 

4. Sample Selection and New Product Trademark Data Description 

4.1. Sample Selection  

We obtain data from the USPTO, Compustat Execucomp, and Compustat annual 
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databases. We restrict our analysis to firms in the Execucomp database (i.e., S&P 1500 firms) with 

strictly positive total assets and strictly positive sales. The sample covers fiscal years starting in 

1993 due to Execucomp data availability and ending in 2011 due to trademark data availability. 

Each trademark application goes through four steps: filing, examination by the USPTO, 

publication for opposition, and registration. After an application is filed, the USPTO examines the 

filing and determines whether the trademark is registrable. If it is, the trademark is published online 

in the Official Gazette and the public may raise objections within 30 days. If no opposition is 

received, the USPTO proceeds with the registration. At this time, for applications filed under the 

“use in commerce” basis (i.e., the trademark has been used in commerce at the time of the filing), 

the USPTO directly approves the registration. For applications filed under the “intent to use” basis 

(i.e., the trademark has not been used in commerce yet at the time of the filing), the registration is 

not complete until the receipt of a “statement of use” or other equivalent forms. The average length 

of time between the filing date and the registration is approximately 15 months.14 

To compile a comprehensive sample of new trademarks, we first download from the 

USPTO’s website (http://www.uspto.gov/products/catalog/trademarks.jsp) all trademark 

applications filed between January 1, 1992 and September 8, 2012, with at least one U.S. 

corporation in the list of owners. This yields 2,653,464 trademark applications. We limit to new 

trademarks that are registered and owned by U.S. corporations, with no change in ownership 

between the filing and registration dates. This reduces the sample to 1,316,985 new trademarks. 

Using company names and locations, we manually merge the trademark data with Execucomp 

data. To include trademark information for firms’ subsidiaries, we employ the Orbis database to 

identify subsidiaries. This is particularly important as many firms establish intellectual property 

holding companies in Delaware or Nevada to reduce corporate income tax (see Simpson 2002), 

                                                 
14 Detailed information regarding the process is available at http://www.uspto.gov/trademarks/basics/BasicFacts.pdf. 

http://www.uspto.gov/products/catalog/trademarks.jsp
http://www.uspto.gov/trademarks/basics/BasicFacts.pdf
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and thus hold trademarks under the names of these holding companies rather than the corporate 

parent. Finally, we require trademark registration dates to be within fiscal years 1993-2011, 

reducing the sample to 123,545 unique new trademarks registered by 2,445 distinct firms.15 

 To distinguish between product development- and marketing-related trademarks, we 

classify each trademark as either a new product trademark or a new marketing trademark. 

Trademarks registered for logos (i.e., drawings), slogans (identified as trademarks with at least 

four words of text), or sounds, capture marketing and are classified as marketing trademarks. 

Conversely, trademarks registered for product names, service names, brand names, etc., identified 

as trademarks with three words or less of text, capture product development and are classified as 

new product trademarks. Appendix A discusses this distinction in more detail. We classify the 

123,545 unique new trademarks into 85,209 new product trademarks and 38,336 new marketing 

trademarks, registered by 2,354 and 2,189 distinct firms, respectively. In this study, we focus on 

new product trademarks. Therefore, the final sample of trademarks examined in this study consists 

of 85,209 new product trademarks registered by 2,354 distinct firms.  

4.2. New Product Trademark Data Description  

Table 1, Panel A, presents the distribution of newly registered product trademarks by year 

for the “Execucomp Sample,” which consists of 43,013 firm-year observations from 3,276 distinct 

firms. The total number of Execucomp firm-years in our sample is provided as a benchmark. The 

distribution is generally in line with the findings reported in studies describing the entire 

population of trademarks (e.g., Graham, Hancock, Marco, and Myers 2013; Myers 2013). The 

number of new product trademarks increases annually from the start of the sample period in 1993 

to 1997, after which it fluctuates. In contrast, the number of Execucomp firm-years peaks in 1996 

                                                 
15

 We exclude 177 trademarks from firms which register only one trademark between January 1, 1992 and September 

8, 2012. These generally capture trademarking of the firm name rather than product development or marketing.  
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and then generally declines. Thus, the average number of new product trademarks per firm-year 

in our sample is generally increasing over the sample period. We include year fixed effects in our 

main tests to adjust for this time trend.  

Table 1, Panel B, reports the distribution of new product trademarks across firm-years. An 

average of 5.5 new product trademarks are registered per firm-year among Execucomp firms with 

at least one new product trademark during our sample period (i.e., the “new product trademark 

sample”). The standard deviation of 14.2 across these firm-years suggests substantial variation in 

product trademark creation across firm-years. 

Table 1, Panel C, reports a comparison of selected descriptive statistics for the new product 

trademark sample (15,595 firm-year observations from 2,354 distinct firms) with the Execucomp 

sample (43,013 firm-year observations from 3,276 distinct firms), and associated t-test (Wilcoxon 

rank-sum test) statistics of the mean (median) differences for each variable. While new product 

trademark firms differ from the average Execucomp firm in many dimensions, including 

investment opportunities (Tobin’s Q), profitability (ROA), and R&D intensity, the magnitudes of 

the differences are economically small. For example, the average Tobin’s Q for new product 

trademark firms is 5.7% higher than for the average Execucomp firm. The primary difference 

between firms with and without new product trademarks appears to be firm size (captured by 

assets, market value of equity, and sales). However, the size relation is not monotonic, as many 

large Execucomp firms have no trademarks. For example, 50.2% of our sample Execucomp firms 

have average market capitalization over one billion dollars, and of these, 22.2% have no new 

product trademarks during our sample period.  

Interestingly, the CEOs of new product trademark firms receive higher annual 

compensation and have greater portions of their total compensation in the form of stock options, 

with a mean (median) of 31% (27%) of total compensation for new product trademark firms versus 
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28% (22%) for Execucomp firms in general. Finally, the CEOs of new product trademark firms 

face greater risk-taking incentives in the form of higher convexity of incentives (i.e., Vega), as 

well as greater pay-performance sensitivity (i.e., Delta). These univariate statistics are consistent 

with hypothesis H1. 

Finally, Table 1, Panel D, shows the industry distribution of patents and trademarks with 

the total percentage of new patents and new product trademarks in each industry as well as the 

average number of new patents and new product trademarks per firm-year in each industry.16 The 

industries are ranked by the average number of new patents per firm-year, and industries with more 

(less) than 15 patents per firm-year are labeled as “high-patent” (“low-patent”) industries. New 

product trademarks span all 48 Fama and French industry groups. While the distribution of new 

trademarks across the 48 industries is not even, there is little evidence of industry clustering. No 

single industry group represents more than 10% of the trademark sample. The largest industry 

group within new product trademarks is Recreational Products, representing 8.79% of the sample, 

followed by Retail, Consumer Goods, Business Services, and Communications, with more than 

5% each. In contrast, patents are largely concentrated in a few industries. Electronic Equipment 

accounts for approximately 24% of patents, Computers for 14%, and Business Services for 12%. 

Most relevantly, the table shows the distributions of trademark-related and patent-related 

industries. Several of the high-patent industries, such as Electronic Equipment, Computers, and 

Machinery, produce few trademarks, while many high-trademark industries, such as Recreational 

Products, Communications, and Alcoholic Beverages, produce few patents. Overall, the patent 

production per-firm ranking differs substantially from the trademark creation per-firm ranking. 

We exploit this variation to examine the relation between CEO incentives and product trademark 

                                                 
16 We use USPTO patent data collected by Kogan, Papanikolaou, Seru, and Stoffman (2017). Our patent data consists 

of 554,778 patents filed during 1993-2008, covering 11,839 firm-years and 1,619 distinct firms. Section 5.2 provides 

additional details on this patent data. 
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creation within low- and high-patent industries in Section 5.1. Importantly, the differences in 

industry rankings by patent production and product trademark creation suggest that product 

development is particularly important in low-patent industries, given how little they pursue patent-

related activities.   

Table 2 presents descriptive statistics and correlation coefficients for the main variables in 

the sample restricted to firms in low-patent industries. As reported in Panel A, the average 

(median) fraction of CEO total compensation in the form of stock options, OptionComp, is 24% 

(18%), slightly lower than the mean (median) top-five executive option compensation of 30% 

(24%) reported in Datta, Iskandar-Datta, and Raman (2001). The distributions of Log(Vega), 

Log(UnvestedOptions), and Log(Delta) are also generally in line with prior studies (e.g., Coles, 

Daniel, and Naveen 2006; Devers, McNamara, Wiseman, and Arrfelt 2008; Armstrong and 

Vashishtha 2012), though slightly lower in some cases.17 These results are intuitive if new product 

development is slightly less risky than R&D and patent development.  

Lastly, Panel B reports statistically significant positive correlations between each of the 

CEO incentive measures (e.g., OptionComp, Log(Vega), and Log(UnvestedOptions)) and new 

product trademarks (Log(NbTrademarks)), consistent with risk incentives in CEO compensation 

encouraging product trademark creation.  

 

5. CEO Incentives and New Product Development  

5.1. CEO Incentives and Product Trademark Creation 

We estimate OLS regressions of the number of product trademarks separately on a set of 

                                                 
17 OptionComp is measured using the Execucomp variables option_awards_blk_value (i.e., the Black-Scholes value 

of stock options granted during the year) prior to 2006 and option_awards_fv (i.e., the grant-date fair value of stock 

options granted during the year) starting from 2006, scaled by total compensation. We follow Core and Guay (2002) 

and Coles, Daniel, and Naveen (2006) to estimate Vega, Delta, and UnvestedOptions. UnvestedOptions is measured 

using the Black-Scholes value of unvested stock options held at year-end. 
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risk incentives for firm i in year t, using the following model: 
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where the dependent variable, Log(NbTrademarks), is the natural logarithm of one plus the number 

of new product trademarks registered during the year.18,19 For our main independent variable, 

RiskIncentives, we alternatively employ the following three measures: OptionComp, the CEO’s 

annual stock option compensation, measured as the value of new stock options granted as a fraction 

of total compensation; Log(Vega), the natural logarithm of one plus the CEO’s sensitivity to stock 

return volatility, measured as the dollar change in the CEO’s option portfolio for a 0.01 change in 

annualized standard deviation of stock returns; and Log(UnvestedOptions), the natural logarithm 

of one plus the CEO’s unvested stock option holdings. When examining Log(Vega), we also 

include Log(Delta) as an additional variable of interest. The sample is all firms in low-patent 

industries, and we predict a positive and significant value for β1 in all three models.   

The control variables are Log(TotalComp), the natural logarithm of the CEO’s annual total 

compensation, measured as the sum of salary, bonus, other annual compensation, value of 

restricted stock granted, value of new stock options granted during the year, long-term incentive 

payouts, and all other compensation; Log(Sales), the natural logarithm of total sales; ROA is return 

on assets, measured as earnings before extraordinary items and discontinued operations scaled by 

average total assets; TobinQ, the market value of total assets divided by the book value of total 

                                                 
18  Results are robust using the number of trademarks filed rather than registered for Log(Vega) and 

Log(UnvestedOptions), but the OptionComp coefficient in this alternative specification is positive but insignificant 

(results untabulated). The stricter requirements for registration, such as evidence that a good/service has been created 

and is being used in commerce, is a cleaner indication of a successful product development than mere filing. 

Trademarks can be filed with “intent to use,” so the product may not be fully developed at the filing date.   
19 We also estimate a negative binomial model using NbTrademarks as the dependent variable and results are generally 

robust. Log(Vega) and Log(UnvestedOptions) coefficients are positive and significant. OptionComp has a positive 

coefficient with two-tailed p-value of 0.16.   
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assets; Leverage, total liabilities divided by total assets; and industry and year fixed effects. We 

cluster standard errors by firm and report results of two-tailed tests.20  

Table 3 presents the results. Log(Sales) and TobinQ are significantly positively related to 

future product trademark creation in all three models, while Leverage is significantly negatively 

related in Model I, and ROA is not significantly related to future product trademark creation. The 

coefficient on CEO total compensation (Log(TotalComp)) is insignificant in all three models. 

Thus, larger firms, firms with more growth opportunities, and to some extent firms with less 

leverage, tend to produce larger numbers of new product trademarks.  

Model I includes CEO stock option compensation, OptionComp. As predicted, we find a 

significantly positive relation between OptionComp in year t-1 and new product trademark 

registration in year t (p-value = 0.04). Greater incentive compensation via the use of option 

compensation, holding constant total compensation, increases trademark creation. The coefficient 

of 0.0850 on OptionComp implies that increasing option-based pay from the first to the third 

quartile, the interquartile range, 42 percentage points, results in an increase in Log(NbTrademarks) 

of 0.036. For a company producing one trademark a year, this is a 7% incremental increase in 

product trademark creation.  

We compare the effect on product trademark creation from similar interquartile increases 

in OptionComp versus the control variables. An interquartile increase in OptionComp has 79% of 

the effect of an interquartile change in Leverage, 82% of the effect of an interquartile increase in 

TobinQ, and 6% of the effect of an interquartile increase in Log(Sales), which amounts to growing 

total sales by over a factor of eight. While option compensation can be adjusted from year to year, 

                                                 
20 Our results are robust if we cluster standard errors by firm and year. However, the time effect is negligible in our 

data. The standard errors clustered by both firm and year for our variables of interest are slightly smaller than the 

standard errors clustered by only firm. Consequently, and following Petersen (2009), clustering standard errors by 

both firm and year is unnecessary.  
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it may be difficult for a firm’s management or owners to directly and quickly change investment 

opportunities, firm size or leverage. Thus, OptionComp presents a controllable factor with an 

economically significant relation with future new product trademarks.   

Model II presents the results testing H1 using Log(Vega). Similar to the results for 

OptionComp, we find a significantly positive relation between Log(Vega) and trademarks (p-

value < 0.01). The magnitude of the effect is roughly 2.5 times that of OptionComp in Model I. 

The magnitude of the coefficient estimate suggests that, holding all else equal, an interquartile 

increase of Log(Vega) increases trademark creation by 18% for a firm producing one trademark 

per year.21 The Log(Delta) coefficient is statistically insignificant, consistent with Coles, Daniel, 

and Naveen (2006), and consistent with the Appendix B evidence that trademarks represent risky 

innovative activities.22 

Model III presents the results including Log(UnvestedOptions). We find a significantly 

positive coefficient on Log(UnvestedOptions) (p-value < 0.01). The coefficient estimate implies 

that an interquartile increase of Log(UnvestedOptions) has roughly the same effect as an 

interquartile increase of OptionComp.23  

                                                 
21 An alternate method to derive economic significance is to examine the underlying distributions of the variables 

rather than the distributions of the logged variables. Using this approach, as used in Fang, Tian, and Tice (2014) and 

Chang, Fu, Low, and Zhang (2015), we find that an interquartile increase in Vega (versus an interquartile increase in 

Log(Vega)) increases product trademark creation by 52% of its mean, while an interquartile increase in 

UnvestedOptions (versus an interquartile increase in Log(UnvestedOptions)) increases product trademark creation by 

39% of its mean. To illustrate, because d[Ln(1+y)]/d[Ln(1+x)]=[(1+x)/(1+y)]dy/dx, one can derive the relation 

between dy and dx directly as dy=d[Ln(1+y)]/d[Ln(1+x)]*[(1+y)/(1+x)]dx. Applying this to our data, if we increase 

Vega from its first quartile, 9.8, to its third quartile, 115, so that dx=105, the change in NbTrademarks from its mean 

value of 2.2 is equal to 0.035* [(1+2.2)/(1+9.4)]*103 = 1.17, which is 52% of the mean value of NbTrademarks.  
22 When Log(Delta) is added in Models I and III to control for pay-performance sensitivity (Coles, Daniel, and Naveen 

2006), all the risk-taking incentive variables remain positive and statistically significant, but the Log(Delta) 

coefficients are statistically insignificant. Log(Delta) is highly positively correlated with OptionComp, Log(Vega), 

and Log(UnvestedOptions), with correlations ranging between 0.2054 and 0.5513.  
23 Our results are robust to several alternative specifications. Specifically, our results are similar if we substitute 

Log(Vega) with Vega in Model II, if we scale Vega or Log(Vega) by CEO wealth (measured following Daniel, Li, and 

Naveen 2013) in Model III, and if we use UnvestedOptions scaled by CEO wealth or TotalComp in Model III. In 

addition, to address any possible non-linearity issues and to ensure that firms with either no trademark or large numbers 

of trademarks are not affecting our results, we replicate our analyses using the following distinct alternative 

specifications: (i) using quintile rankings (by year and industry) of the number of new product trademarks as the 

dependent variable, (ii) excluding firms with no new product trademark during our sample period (i.e., 705 firms and 
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Overall, the findings in Table 3 Models I-III support our hypothesis. They suggest that 

when firms (a) pay their CEOs a greater fraction of their compensation in the form of stock options, 

(b) provide risk-taking incentives in the form of higher convexity of incentives, or (c) ensure that 

the CEO is holding more unvested stock options, the firm engages in more product development, 

as measured by a higher number of new product trademarks in the following year, controlling for 

other firm factors that may drive product trademark creation. This suggests that boards of directors 

interested in motivating CEOs to develop new products are more likely to succeed if they structure 

CEO compensation to have a larger stock option component and stronger risk incentives, rather 

than simply increasing total compensation.  

Our main-sample tests focus on firms in low-patent industries where patent production is 

unlikely to confound the results for trademarks. These firms register approximately 2.3 patents per 

year on average in contrast to an average of over 32.4 patents per year for firms in high-patent 

industries. These distinct differences in patent activity validate the importance of examining the 

relation between risk incentives and trademark activity separately for the low-patent and high-

patent industries. However, for a complete understanding of the relation between incentives and 

product trademark creation in the economy, we examine high-patent industries as well. Models 

IV-VI of Table 3 present the results for the high-patent sample, side by side with the results for 

the low-patent sample in Models I-III.  

The results are generally similar for high-patent industries when compared with low-patent 

industries. The coefficient estimates for Log(Vega) in Model V and Log(UnvestedOptions) in 

Model VI are both positive and statistically significant. OptionComp is positive but only 

statistically significant in the low-patent sample. The results suggest that, when faced with 

                                                 
7,416 firm-years), and (iii) excluding firms that registered at least 50 new product trademarks during our sample period 

(i.e., 180 firms and 2,964 firm-years). The results are qualitatively similar to our tabulated results in all three alternative 

specifications. 
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incentives to increase risky investments through Vega or unvested stock option holdings, firms in 

high-patent industries are more likely to increase product trademark creation. 

Finally, we find in untabulated tests that the coefficient estimates on all three incentive 

measures do not differ significantly between low- and high-patent industries. These results suggest 

that CEO risk incentives are equally important for driving product development, measured by new 

product trademarks, for firms in both low- and high-patent industries.24 

5.2. Comparing Patent-Creation for Low- and High-Patent Industries 

We suggest in the introduction that product development is a type of innovation, when 

considering a broad definition of innovation. Since prior research primarily uses patents as 

innovation outcomes (e.g., Francis, Hasan, and Sharma 2011; Baranchuk, Kieschnick, and 

Moussawi 2014) and mainly focuses on high-patent industries, we also examine the relation 

between CEO risk incentives and the production of patents, again separately for low- and high-

patent industries.  

We use USPTO patent data compiled by Kogan, Papanikolaou, Seru, and Stoffman (2017). 

Our patent data consists of 554,778 patents filed during 1993-2008, covering 11,839 firm-years 

and 1,619 distinct firms. Following prior research, we use the filing date as the patent-creation date 

(e.g. He and Tian 2013; Chang, Fu, Low, and Zhang 2015). The analysis is similar to the test in 

Table 3, with Log(NbPatents), the natural logarithm of one plus the number of new patents, 

                                                 
24 As a sensitivity test, we estimate Equation (1) for the full sample including both low-patent and high-patent 

industries. As expected, we find a positive and significant relation between product trademark creation and each of 

the CEO incentive measures. More specifically, the coefficient estimates are 0.0883 (t-statistic = 2.72), 0.0414 (t-

statistic = 5.95), 0.000 (t-statistic = 0.00) and 0.0121 (t-statistic = 4.45) on OptionComp, Log(Vega), Log(Delta), and 

Log(UnvestedOptions), respectively. We also estimate Equation (1) for alternate low-/high-patent industry cutoffs of 

5, 10, and 20 patents per firm-year. The results are not sensitive to the cutoff used. Specifically, the relation between 

trademarks and innovation incentives are robust in the low-patent industry sample using all three cutoffs, and are 

robust for Log(Vega) and Log(UnvestedOptions) for high-patent industries. Results for OptionComp are weaker for 

higher-patent industries, similar to the tabulated results. Finally, we estimate Equation (1) for the full sample including 

patents as a control variable. The relation between trademarks and Log(Vega) and Log(UnvestedOptions) is positive 

and statistically significant, while the relation with Log(Delta) is insignificant, similar to the results for the low-patent 

or high-patent samples in Table 3. However the coefficient on OptionComp is insignificant, as it is for high-patent 

industries, and different from low-patent industries. 
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replacing Log(NbTrademarks) as the dependent variable in Equation (1).  

The results are reported in Table 4. We find positive and statistically significant 

coefficients for all three risk incentive variables for the high-patent industries. In contrast for the 

low-patent industries, only the Log(Vega) coefficient is significantly positive, and the other two 

are near zero. The coefficients on all three risk incentive measures, OptionComp, Log(Vega), and 

Log(UnvestedOptions), are significantly higher in the high-patent industries than in the low-patent 

industries, with p-value = 0.03, < 0.01, and < 0.01, respectively, and the Log(Delta) coefficient is 

significantly lower (more negative) for low-patent industries, with p-value = 0.02.  

These findings suggest that, consistent with prior research, CEO risk incentives drive 

patent innovation in high-patent industries. However, these results do not generalize to firms in 

low-patent industries. While this may be unsurprising given the low numbers of patents in these 

industries, this result and the distinct patent-depressing role of Delta illustrates the heterogeneous 

effects of incentive structures across firms with different emphases for forms of innovation.   

A comparison of the economic significance of the estimated risk incentive effects 

reinforces the differences between innovation types. As before, we estimate economic significance 

by calculating the percentage change in patents or trademarks for a firm currently producing one 

patent or trademark, if the firm were to increase the CEO incentive variable from the first to third 

quartile. For low patent industries, the economic significance of Log(Vega) is higher for 

trademarks (18.5%) than for patents (16.7%), and the economic significance of OptionComp and 

Log(UnvestedOptions) are both over 7% for trademarks but insignificant for patents. Delta also 

has a significant negative economic significance (-17.1%) for patents but is insignificant for 

trademarks. In contrast, for high patent industries, the economic significance of risk incentives is 

much higher for patents than for trademarks. The economic significance for Log(Vega) and 

Log(UnvestedOptions) are 71.0% and 22.5%, respectively, for patents, roughly three times the 
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economic significance for trademarks (22.6% and 7.4%, respectively), and for OptionComp is 

46.5% for patents and insignificant for trademarks.  

5.3. Firm Fixed Effects and Controlling for Past New Product Trademarks 

While we include many control variables as well as industry and year fixed effects in our 

main regressions, we do not include firm fixed effects. Consequently, our results can be driven by 

both across-firm and within-firm variation. Both of these are of interest to us. However, we conduct 

an additional analysis to examine if our main results are robust when focusing on within-firm 

variation. We estimate Equation (1) including firm and year fixed effects, and clustering standard 

errors by firm. The coefficients on our incentive measures then capture the variation in 

compensation and trademark creation within firms over time. Models I through III of Table 5 

present the results. The coefficients on OptionComp, Log(Vega), and Log(UnvestedOptions) are 

all positive and statistically significant (p-value < 0.01 for OptionComp and Log(Vega), and p-

value = 0.03 for Log(UnvestedOptions)). The magnitudes of the coefficients are similar as well, at 

110%, 78%, and 57% of the magnitudes reported in Table 3, Models I through III, respectively. 

Thus, our main findings appear to be driven largely by within-firm variation. 

Alternatively, following Bova, Kolev, Thomas, and Zhang (2015), we include lagged 

values of the dependent variable, Log(NbTrademarks), as an additional control to address potential 

endogeneity and correlated omitted variable problems. Lagged values of Log(NbTrademarks) 

absorb the effects of correlated omitted variables and reverse causality if the values stay relatively 

stable over time. However, as noted by Bova, Kolev, Thomas, and Zhang (2015), this methodology 

biases against finding our main result (i.e., a positive and significant relation between CEO 

incentives and new product trademarks), even when this result exists, if the variables of interest 

remain fairly constant. The results are presented in Models IV through VI of Table 5. As expected, 

regressions controlling for lagged Log(NbTrademarks) reduce the absolute magnitudes of the 
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coefficients on OptionComp, Log(Vega), and Log(UnvestedOptions) when compared to Table 3, 

Models I through III, regression estimates. Despite this, all coefficients remain positive, and 

Log(Vega) and Log(UnvestedOptions) coefficients remain statistically significant (p-value < 0.01 

for Log(Vega) and p-value = 0.03 for Log(UnvestedOptions)). These findings support the 

conclusion that our main findings are not likely to be driven by alternative explanations. 

5.4. CEO Incentives and Product Trademark Creation around SFAS 123(R) 

Given the persistence in many firm characteristics, our main results could be due to an 

unobserved factor that drives both product trademark creation and incentive compensation, or there 

could be reverse causality whereby trademark creation opportunities cause convex compensation. 

While our firm fixed effects analysis in Table 5 partially addresses this issue, reverse causality is 

still a possibility. To address these concerns, we use the change in the accounting rules for stock 

option compensation, introduced by the adoption of SFAS 123(R) in 2005, as an exogenous shock 

to the use of option-based pay, in line with prior work (e.g., Hayes, Lemmon, and Qiu 2012 and 

Bakke, Mahmudi, Fernando, and Salas 2016).  

Prior to SFAS 123(R), firms provided footnote disclosures of the fair value of stock option 

grants during the period, but only recognized the “intrinsic value” of these granted options as an 

expense on their income statement. Because the strike price of stock options is typically set at the 

stock price on the grant date, the “intrinsic value” is typically zero. For fiscal years beginning after 

June 15, 2005, SFAS 123(R) requires firms to recognize the “fair value” of stock option grants as 

an expense on the income statement. Consequently, the financial reporting cost of using stock 

options, in terms of the impact on reported net income, increased considerably with the 

implementation of SFAS 123(R). Prior research documents a noticeable decrease in the use of 

stock option compensation after the adoption of SFAS 123(R) (Brown and Lee 2010; Hayes, 

Lemmon, and Qiu 2012; Skantz 2012; Bakke, Mahmudi, Fernando, and Salas 2016).  
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Ideally, we would like a treatment sample that is affected by the exogenous shock but a 

control sample that is not. We do not have these ideal samples because the accounting rule change 

applies to all publicly traded firms with stock options. However, some firms are more strongly 

affected by the revised accounting standard than others and we exploit this variation in our test.  

We use propensity score matching to construct an approximation of the ideal treatment and 

control samples. We construct firm pairs matched on a set of fundamentals such as pre-SFAS 

123(R) total compensation, sales, ROA, Tobin’s Q, and other factors, to minimize expected 

differences in changes in option compensation, apart from the effect of SFAS 123(R). We also 

match on pre-SFAS 123(R) innovation inputs and outputs, specifically R&D spending and new 

product trademarks, to ensure that any difference-in-differences results are not because of 

fundamental differences in pre-SFAS 123(R) innovation levels. Because the exogenous shock of 

SFAS 123(R) increases the financial reporting cost of stock option compensation, firms with a 

larger fraction of CEO compensation in the form of stock options are more strongly affected by 

SFAS 123(R), and approximate the ideal treatment group. Firms which are otherwise similar but 

have a smaller fraction of CEO compensation in the form of stock options are less affected by 

SFAS 123(R), and approximate the ideal control sample. This method allows us to conduct a 

difference-in-differences analysis by comparing these two samples before and after SFAS 123(R). 

Consistent with prior findings and our expectations, option compensation in our sample 

decreases considerably following the adoption of SFAS 123(R). The mean (median) OptionComp 

in our sample firms decreases significantly from 28% (26%) of total compensation to 17% (14%) 

in the three years before and after the implementation of SFAS 123(R), respectively. The decrease 

in option compensation around SFAS 123(R) is notable when compared to the general increase 

throughout the 1990s, and the relative stability in the years before and after SFAS 123(R).25 We 

                                                 
25 We focus on changes in OptionComp since SFAS 123(R) most directly affects the use of option compensation. 
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follow Fang, Tian, and Tice (2014) to implement propensity score matching for a difference-in-

differences research design. We designate 2002-2004 (2006-2008) as the pre-(post-)SFAS 123(R) 

period. We begin with the sample of 370 firms in low-patent industries with at least one trademark 

registered in both sub-periods and non-missing OptionComp. We then sort them into terciles based 

on mean OptionComp from the pre-event period. Using propensity scores for the likelihood of 

high OptionComp, we match each of the top-tercile treatment group firms with the bottom-tercile 

control group firms. As expected, treatment firms are the most affected by SFAS 123(R), with an 

average decrease of OptionComp of 28.2% between the pre- and post-SFAS 123(R) periods, 

whereas control firms experience an average increase of OptionComp of 9.3% over the same 

period.     

Univariate statistics in Table 1, Panel A, show a time trend of increasing trademarks. Firms 

in our treatment group experience a smaller increase in product trademark creation after SFAS 

123(R), from an average of 8.76 new product trademarks per year in the pre-SFAS 123(R) period 

to 8.92 in the post-event period. Firms in our control group experience a larger increase, from 6.63 

to 10.91. These changes are even more pronounced after de-trending; the average number of new 

product trademarks per year decreases from 8.46 to 8.05 (i.e., a 4.8% decrease) for treatment firms, 

while that number increases from 6.35 to 10.06 (i.e., a 58.5% increase) for control firms. These 

univariate statistics provide prima facie evidence of a drop in product trademark creation following 

the implementation of SFAS 123(R) for firms with large amounts of stock option compensation in 

the pre-SFAS 123(R) period. As mentioned above, we now turn to propensity score matching and 

difference-in-differences analysis to study this further. 

                                                 
While SFAS 123(R) may also indirectly reduce convexity of CEO incentives through the reduction in new option 

compensation, the convexity effect is likely smaller because convexity depends on the CEO’s cumulated security 

holdings, and not just new grants. Consistent with this, we find a much smaller reduction in Vega than in OptionComp 

from SFAS 123(R). While average (median) OptionComp decreases by 38.0% (46.1%), average (median) Vega 

decreases by only 28.8% (20.1%).  
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The probit model to obtain propensity scores for the 246 firms in the treatment and control 

groups is as follows. The dependent variable equals one (zero) if the firm is a treatment (control) 

firm. The independent variables are three-year averages of Log(TotalComp), Log(Sales), ROA, 

TobinQ, Leverage, analyst coverage, R&D, and number of product trademarks over the pre-SFAS 

123(R) period, as well as industry fixed effects using the Fama and French 12-industry 

classification. Results are untabulated for brevity. The probit model has a Pseudo R2 of 37.66% 

and p-value of 2 smaller than 0.01, indicating a good fit. 

Each firm in the treatment sample is matched to the firm from the control group with the 

closest propensity score calculated from the probit model.26 We then retain all 101 treatment-

control matched pairs within a caliper width (i.e., the difference in propensity scores) of 0.03.27 To 

assess the quality of matching between the treatment and control firms, we re-run the probit 

estimation on the subsample of matched treatment-control pairs. The coefficients on the 

independent variables decrease in magnitude and become insignificant, indicating that the matched 

treatment-control firms do not differ along the characteristics included in the estimation. Pseudo 

R2 decreases from 37.66% in the pre-matching probit to 10.70% and the p-value of 2 increases 

from smaller than 0.01 to 0.12, suggesting that the propensity score matching substantially 

removes differences between the treatment and control groups. To ensure that our results are robust 

to any remaining imbalances, we include the full set of variables on which firms were matched as 

control variables in the difference-in-differences regression (Ho, Imai, King, and Stuart 2007). 

                                                 
26 We match with replacement as it gives rise to better matches, less bias, and imposes lower sample size requirements 

compared to matching without replacement (Roberts and Whited 2013; DeFond, Erkens, and Zhang 2016). 
27 The choice of caliper matching results in higher quality matches, which reduces bias, but also reduces the number 

of matches (Cochran and Rubin 1973; Roberts and Whited 2013; DeFond, Erkens, and Zhang 2016). The caliper is 

the maximum acceptable difference in propensity score between the treatment and control groups. The choice of 

caliper width represents a trade-off between bias and number of matches, where the smaller (larger) the caliper, the 

closer (wider) is the matching, hence the lower (greater) the likelihood of bias, but the smaller (larger) the number of 

matches. As a robustness check, we set the caliper width to be 0.02 and obtain 128 matched pairs with similar estimated 

coefficients for the difference-in-differences regression. This suggests that bias is not a concern at the caliper width 

of 0.03 (Roberts and Whited 2013). 
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Finally, the post-matching mean and median differences in propensity score between the 

matched treatment-control firms are 0.0065 and 0.0049, respectively. The pre-matching mean 

difference in propensity score between the treatment and control groups is 0.3983. This suggests 

that the treatment and control samples are well matched in terms of these pre-SFAS 123(R) 

characteristics. However, they differ in option compensation, suggesting that the samples correctly 

capture a difference in the likely effect of SFAS 123(R).    

We estimate the following equation for the difference-in-differences test:  

1 2 3

4 5 6

7 8 9

10 11

( )

( ) ( )

AvgLog NbTrademarks Treatment*Post123R Treatment Post123R

AvgLog TotalComp AvgLog Sales AvgR&D

AvgROA AvgTobinQ AvgLeverage

AvgAnalystCoverage AvgNbTrademarks

   

  

  

  

   

  

  

  

      (2) 

where AvgLog(NbTrademarks) is the three-year average of the natural logarithm of one plus the 

number of product trademarks registered during a year, measured in the pre- or post-SFAS 123(R) 

period; Treatment is an indicator variable equal to one (zero) if the firm is in the treatment (control) 

group; and Post123R is an indicator variable equal to one (zero) if the observation is measured in 

the post-(pre-)SFAS 123(R) period. We also include the set of independent variables from the 

probit model of the propensity score matching. 

Our variable of interest is the interaction between Treatment and Post123(R). If treatment 

firms experience a larger decrease in product development after the adoption of SFAS 123(R) than 

control firms do, β1 will be significantly negative. We cluster standard errors by firm to take into 

account the fact that the matching was performed with replacement.  

Table 6 presents the results of estimating Equation (2). In the post-SFAS 123(R) period, 

control firms experience a statistically significant change in product trademark creation, with a 

positive coefficient on Post123R of 0.3471 (p-value < 0.01). The results show a significantly 

negative coefficient on Treatment*Post123R of -0.2301 (p-value < 0.10), indicating that treatment 
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firms experience a significantly more negative change in product trademark creation with the 

adoption of SFAS 123(R). The economic magnitude is large as well, consistent with the univariate 

statistics described above. Results are also similar if we control for restricted stock use.28 

These results indicate that the drop in stock option compensation due to an exogenous 

shock, the implementation of SFAS 123(R), is followed by a relative drop in product trademark 

creation for firms most affected by the shock, in comparison to a matched control sample.29 This 

provides evidence that option compensation has a causal effect on new product development, 

rather than simply an association. Furthermore, these findings also suggest a previously 

undocumented real effect to the implementation of SFAS 123(R). In addition to somewhat directly 

impacting the use of option compensation, the accounting standard indirectly affects product 

development. While this may in fact be more efficient, potentially removing distortions which 

resulted from the earlier accounting standard, it is a real effect to consider.  

5.5. Supplementary Analyses – Non-CEO Employee Incentives 

Our focus on CEO compensation is motivated by the importance of CEO leadership in 

driving firm-wide product development. However, non-CEO executives can also play an important 

role in the pursuit of innovation. Lerner and Wulf (2007) document evidence that compensating 

                                                 
28 SFAS 123(R) adoption also triggered a general re-weighting of compensation components, leading some firms to 

increase use of restricted stock as an alternative to stock options. In particular, in our sample, restricted stock made up 

10.2% (3.0%) at the mean (median) of total CEO compensation before SFAS 123(R), and 23.5% (21.9%) afterwards. 

Restricted stock grants during our sample period generally have time-based vesting schedules, with no performance-

based vesting criteria, so they do not provide any convexity of incentives. However, as a robustness test, we include 

the fraction of total CEO compensation in the form of restricted stock as a control variable in the difference-in-

differences regression in Equation (2). The inferences remain qualitatively similar.   
29 We find a relative drop in product trademark creation following a larger decrease in stock option compensation due 

to SFAS 123(R) among firms with top-tercile pre-SFAS 123(R) option compensation. Hayes, Lemmon, and Qiu 

(2012) do not find a relation between change in Vega and change in R&D expenditures following SFAS 123(R). 

Product development expenditures may include other expenditures beyond R&D. Additionally, a decrease in stock 

option usage may reduce managerial efficiency in turning R&D spending into new products. We also focus on changes 

in option compensation, which can vary more quickly, rather than Vega, which is affected by existing holdings from 

earlier period compensation. A change specification following Hayes, Lemmon, and Qiu (2012) yields a similar 

positive relation between changes in option compensation and trademark creation, consistent with results of the 

difference-in-differences design. Thus, the qualitative difference in results between Table 6 and Hayes, Lemmon, and 

Qiu (2012) is likely due to differences in the dependent variables, rather than the propensity score matching 

methodology. 
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non-CEO executives, in particular those involved with R&D, with long-term incentives or risk-

taking incentives contributes to greater technological innovation, measured by more patents and 

patent citations, within higher-tech firms with stand-alone R&D divisions. We examine the effects 

of non-CEO executive option-based compensation on product development, particularly in low-

patent industries. In line with the development of our main hypothesis, we predict a positive 

association between risk-taking incentives of non-CEO executives (in the form of long-term 

payout incentives and convex incentives) and new product development. 

To test this prediction, we replace RiskIncentives in Equation (1) with the average portion 

of non-CEO executive compensation in stock options during the year, and separately with 

Log(Vega) and Log(Delta) based on non-CEO executives. Consistent with our predictions, the 

coefficients on the risk-taking incentives are significantly positive (p-value < 0.01). The 

coefficient on Log(NonCEODelta) is significantly negative (p-value = 0.03). These results 

(untabulated) are consistent with other executives contributing to trademark-related product 

development when faced with higher risk-taking incentives, and focusing less on trademark-

related innovation when faced with risk-decreasing incentives.  

5.6. Supplementary Analyses – Composite Innovation Measure 

In this section, we develop a comprehensive measure of innovation output that combines 

both new product trademarks and new patents. Product trademarks and patents are innovation 

outputs at distinct phases of the innovation process, and are not directly comparable, thus a simple 

additive count may not be appropriate. We devise a composite measure using ranks instead. In the 

full sample of firms, we rank firms separately based upon the number of new product trademarks 

and the number of new patents each year. All zero trademark (patent) firms are assigned a rank of 

one for trademarks (patents). The composite innovation score CompositeMeasure for a firm is the 

sum of its product trademark rank and its patent rank, scaled to range between zero and one. A 
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firm that produces a relatively high number of product trademarks and a high number of patents, 

has a high composite innovation score. Firms that specialize in either trademarks or patents alone 

may have high or low composite scores depending on their relative production of product 

trademarks or patents. Those that file few patents or product trademarks would have a low score.  

We re-estimate Equation (1), substituting Log(NbTrademarks) with CompositeMeasure as 

the dependent variable. Table 7 reports the results for the full sample (the composite measure is 

equally applicable for low- and high-patent industries), and for the low and high-patent industry 

samples. Consistent with expectations, in all three samples CEO risk incentives are significantly 

positively related to the composite innovation measure. These results suggest that a rank-based 

composite measure of innovation, combining trademarks and patents, may be useful to measure 

innovation in all industries, and may warrant exploration in future research. 

5.7. Supplementary Analyses – R&D Expenditures 

R&D has been commonly used as a proxy for innovation activity in the literature, although 

recently it has been documented to be an incomplete measure (Koh and Reeb 2015). We examine 

whether risk-taking incentives motivate trademark creation in firms and industries reporting little 

or no R&D expenditures.  

Table 8 reports results estimating Equation (1) for subsets of low-R&D (below top 15) 

industries with average firm-year R&D expense ranging from $0M to $66.2M, and high-R&D (top 

15) industries with average firm-year R&D expense ranging from $68.1M to $551.0M, similarly 

to how we define low- and high-patent industries. As expected, we find a high degree of overlap 

between high-patent and high-R&D industries: 13 industries fall in the top 15 for both measures. 

We find results that are generally consistent with our main results. For low-R&D industries, 

Log(NbTrademarks) is positively and significantly related to OptionComp, Log(Vega), and 

Log(UnvestedOptions), and is insignificantly related to Log(Delta). For high-R&D industries, 
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similar to the results in Table 3, the coefficients on Log(Vega) and Log(UnvestedOptions) are 

significantly positive, and the coefficients on OptionComp and Log(Delta) are insignificant. 

We also conduct a similar analysis, untabulated for brevity, for the subset of firms with 

zero or unreported R&D expense, and the subset of firms with positive reported R&D. The 

coefficient on OptionComp is insignificant in both samples (p-value = 0.12 and 0.14, respectively), 

but all other results are similar. These findings suggest that the trademark-incentive relation is 

similar in low-R&D industries as in low-patent industries.   

For completeness, we also examine, in Table 9, R&D as an alternate dependent variable in 

our main models, for the full, low-, and high-patent samples separately. All risk-taking incentives 

increase R&D in all three samples. However, the results for Log(Delta) differ qualitatively from 

those we find for trademarks: R&D is negatively related to Log(Delta) for the full and low-patent 

samples, but positively related to Log(Delta) for the high-patent sample, where R&D is crucial to 

increasing firm value and there may be no low-risk investment alternatives. This highlights that 

trademark innovation is distinct from R&D innovation. Delta motivates R&D when R&D is 

important for patent production, whereas Delta discourages R&D when patent production is low. 

Thus, R&D appears more similar to patent innovation in terms of motivating CEO effort.  

Finally, we replicate our main tests including R&D expense scaled by sales as a control 

variable to measure trademark creation that is incremental to the amount invested in R&D. Our 

results are qualitatively similar: coefficients on OptionComp, Log(Vega), and 

Log(UnvestedOptions) are 94-97% of the magnitudes reported in Table 3, Models I-III and 98-

105% of the magnitudes reported in Table 3, Models IV-VI, with similar significance levels. These 

results suggest that the risk incentive variables have a direct effect on trademark creation, working 

incrementally to the input effect of R&D.   
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6. Conclusion 

We study how firms use CEO compensation risk incentives to motivate one of the most 

important operating decisions of managers; the development of new products and services. Despite 

its importance to firm value, product development is rarely studied in accounting and finance, 

perhaps because of the absence of data on new products. We compile a large novel dataset of 

product trademarks to examine how firms motivate new product development. We introduce 

trademarks as a new innovation output measure to study how CEO compensation risk incentives 

motivate innovation more broadly defined to include new product development.  

Separating trademark firms into low- and high-patent industries, we find that higher levels 

of product trademark creation are associated with the use of stock option compensation, in low-

patent industries, and with the convexity of CEO incentives and the amount of unvested stock 

options held by CEOs in both low- and high-patent industries. These results are consistent with 

the hypothesis that firms provide CEOs with risk-taking incentives to promote greater risky new 

product development, independently of patent development. For comparison, we examine the 

relation between CEO risk incentives and patents. We find a strong and significant relation 

between CEO incentives and patent production in high-patent industries. The relation is 

considerably smaller or even insignificant in low-patent industries. 

In an additional test, we exploit SFAS 123(R) as an exogenous shock to the use of stock 

options. Using a difference-in-differences design around this event, with propensity-score-

matched samples, we find that firms most strongly affected by SFAS 123(R) experience a 

significant and substantial relative decrease in new product trademark creation in comparison to 

firms least affected by SFAS 123(R). The result that an exogenous shock to compensation structure 

is followed by a change in product trademark creation provides evidence on causality, indicating 

that stock option compensation helps drive product trademark creation.   
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Given the focus of previous studies on research-oriented innovation in high-patent firms, 

little is known about what contributes to firms’ success in new product development. Our study 

provides insights into how firms, particularly those in low-patent industries, motivate new product 

development via the design of executive compensation contracts. This evidence is crucial given 

the broad presence of low-patent firms and industries in the economy, the importance of value 

creation from new products for all firms, and the substantial differences between research 

innovation and product development innovation. We therefore hope that this study encourages 

future research on new product development and use of trademarks as an innovation output 

measure, in particular to broaden the study of innovation to industries where CEOs and firms view 

new product development as an important innovative activity but which engage less in the types 

of innovation the literature has heretofore considered.   
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Appendix A 

Trademarks as Measures of Product Development and Marketing 

In this appendix we provide examples of trademarked products, logos, and slogans, and 

describe our methodology for identifying new product trademarks and marketing trademarks.  

First, consider General Mills’ Yoplait Pro-Force Greek yogurt. This new product was 

innovative for the company and market – tailoring the relatively new high-protein Greek yogurt 

product to children and teenagers who have traditionally favored the sweeter traditional yogurts 

(Zacks Equity Research 2013). No previous product had attempted to tailor a Greek yogurt for this 

market. However the new product was not technologically innovative. In general, the Food 

Products industry, a low-patent industry, tends to create new products by applying existing 

technologies in new and creative ways (e.g., unique new recipes, using organic rather than non-

organic ingredients, etc.), rather than developing new cutting-edge technology. Based on our 

search, General Mills and Yoplait did not file any new patents related specifically to the production 

of Greek yogurt or high-protein yogurt around the launch of Yoplait’s new product. Most likely, 

they relied on their existing production methods. However, Yoplait registered two trademarks, for 

“Yoplait Pro-Force” and “Pro-Force,” to protect its new product line. Thus, we see how the 

trademarks capture the output of product development efforts, and how they could be viewed as 

innovation using a broad definition of the term. 

Second, consider Apple Inc.’s iPhone, launched in 2007. Apple, a high-patent firm, 

develops new products, just as General Mills does. But unlike General Mills, Apple engages in 

significant amounts of engineering-related research to develop new technologies which it uses in 

these products. The iPhone in particular was technologically innovative. Prior to 2007, Apple had 

only 17 patents related to cell phones. By 2012, it had nearly 1,300, almost all filed after the 2007 

launch of the initial iPhone (Gaze and Roderick 2012). While some patents may never be related 

to products, these patents were turned into a product for sale, in the form of the iPhone. The 

trademark process resulted in a single trademark for the iPhone itself, with additional trademarks 

over time for variations in the logo, and for related products or marketing phrases, like “Made for 

iPod, iPad, iPhone” and “Works with iPhone.” We were able to find a total of just 15 active 

trademarks registered by Apple Inc. for the iPhone. Thus, the iPhone encompasses both research 

and product development. 

Thus, product development occurs whenever companies develop new products. The 

riskiness of this product development is likely to vary, but just as with Yoplait’s Pro-Force yogurt, 
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even low-technology product development is likely to involve some risk. For example, Yoplait 

could not be certain that the product would be successful, and it had to divert certain limited 

resources, such as shelf space, to the new product and away from established products. In addition, 

product development can occur either separate from, or in conjunction with, patent-related 

innovation. In low-patent industries, it is more likely to occur as the primary form of innovative 

activity, whereas in high-patent industries it is more likely that technological, research, innovation 

plays a large role. 

In addition, trademarks can capture marketing activity. While many trademarks represent 

product names, usually indicating new products, many trademarks are related to new marketing 

campaigns for existing products. For example, the following three images were registered by The 

Coca-Cola Company in 1976, 1992, and 2005, respectively. 

1976: 

 

1992: 

 
2005: 

 

While these trademarks represent investments in the firm’s marketing of the Fanta product, they 

do not represent new product development.30 Marketing functions are often separated from product 

                                                 
30 While we were unable to find definitive sources, a reading of dozens of news articles related to Fanta suggests that 

the 1992 and 2005 logo changes were not associated with any significant changes in the taste, color, or general 

packaging (e.g., cans, bottles) of the Fanta product. The 1992 logo change corresponded to a significant overseas 

marketing effort for Fanta, particularly in the former Soviet Union and Eastern Bloc countries. The 2005 logo change 

corresponded to a reintroduction of the Fanta product in the U.S. market in the early 2000s, with a large associated 
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development in organizations, and factors that contribute to the pursuit and success of these 

separate activities likely also differ. Consequently, for our analyses, separating new trademarks 

resulting from product development and new trademarks from marketing is appropriate. 

We classify all images (20.7% of our sample trademarks) as marketing-related. Similarly, 

we classify “sound marks,” such as the MGM roaring of the lion and the THX sound at movies, 

as marketing-related (0.02% of our sample trademarks). Finally, while companies often trademark 

logos such as the Fanta logos above, they often also include a “Word mark” for the product name. 

In the case of Fanta, The Coca-Cola Company has a trademark for the word “Fanta,” which was 

originally registered in 1955 and which is still active, in addition to the changing image marks 

displayed above. “Word marks” tend to include both product names and slogans used for 

marketing. Below we provide examples to illustrate this distinction. The following is a table with 

a few examples of each for well-known companies: 

Company Product Trademarks 
Marketing Trademarks  

(e.g., Slogans) 

McDonald’s Corp. 
Big Mac; Big N’ Tasty; 

McDouble 

I’m Lovin’ It;  

What We’re Made Of 

The Coca-Cola Co. Fanta; Sprite; Cherry Coke 
The Coca-Cola Side of Life;  

Coca-Cola Refresh Your Flow 

Citigroup Inc. 
Citi Retail Services; Citi 

Treasury Diagnostics; C-Tracks 

Citibank Deals About Town;  

Endless Points. Endless Potential;  

Every Step of the Way 

In order to categorize word marks as either product or marketing trademarks, we examine 

500 randomly chosen trademarks, and hand-code them as product or marketing trademarks based 

upon searches for the given words or phrases. As expected, longer phrases are more likely to be 

marketing-focused, while shorter phrases are more likely to represent product names. In particular, 

we found that for trademarks of four words, slightly more than 50% were related to marketing. 

The percentage was even higher for longer phrases. For trademarks of three words, the percentage 

was approximately 25%, and less than 7% (2.5%) for two-word (one-word) trademarks. Thus, we 

use the number of words in the word mark to separate marketing- from product-focused word-

based trademarks. While this partition is not error-free, it provides a reasonable rule for 

categorizing the 123,545 unique trademarks in our sample, while minimizing classification errors. 

The categorization results in 85,209, or 69%, of the trademarks being classified as product 

trademarks, while 38,336, or 31%, are classified as marketing trademarks.  

                                                 
marketing effort. We were unable to find relevant information regarding the 1976 logo change.  
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Appendix B 

Product Trademark Creation and Firm Volatility 

Panel A: Relation between New Product Trademarks and Future Firm Volatility 
 

, 1 1 , 2 , 3 , 4 , , 1( )i t i t i t i t i t j j i tVolatility Log NbTrademarks Volatility Age Size Year               
 

Variable 
Expected 

Sign 

Coefficient 

(t-statistic) 

 

RetVolt+1  ChSalesVol[t+1;t+2]  ChEarnVol[t+1;t+2]  

Model I  Model II  Model III  
        

Log(NbTrademarks)t + 0.0069  0.0014  0.0013  

  (5.60)  (4.74)  (5.72)  
        

RetVolt + 0.7292      

  (76.28)      
        

ChSalesVol[t–1;t] +   0.4841    

    (37.50)    
        

ChEarnVol[t–1;t] +     0.4895  

      (32.85)  
        

Aget – -0.0057  0.0004  -0.0004  

  (-5.68)  (1.46)  (-1.66)  
        

Sizet – -0.0135  -0.0027  -0.0025  

  (-15.60)  (-14.54)  (-16.51)  
        

        

Year Effects  Included  Included  Included  

Nb of Observations  22,925  22,225  22,226  

Adj. R2 (%)  67.54  32.12  27.93  
        

 

Panel B: Relation between New Product Trademarks and Past Firm Volatility 
 

,t 1 1 , 2 ,t 2 3 , 4 , , 1( )i i t i i t i t j j i tVolatility Log NbTrademarks Volatility Age Size Year                
 

Variable 
Expected 

Sign 

Coefficient 

(t-statistic) 

RetVolt–1  ChSalesVol[t–2;t–1]  ChEarnVol[t–2;t–1]  

Model I  Model II  Model III  
        

Log(NbTrademarks)t + 0.0088  0.0008  0.0013  

  (8.22)  (2.84)  (6.87)  
        

RetVolt–2 + 0.6838      

  (78.52)      
        

ChSalesVol[t–4;t–3] +   0.5582    

    (42.50)    
        

ChEarnVol[t–4;t–3] +     0.5703  

      (35.27)  
        

Aget – -0.0081  -0.0003  -0.0012  

  (-7.19)  (-0.85)  (-4.87)  
        

Sizet – -0.0183  -0.0019  -0.0023  

  (-22.87)  (-9.58)  (-17.00)  
        

        

Year Effects  Included  Included  Included  

Nb of Observations  21,653  21,029  21,038  

Adj. R2 (%)  70.67  37.97  32.92  
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Notes: 

This table (Panels A and B) presents the results of the above regressions and estimated using Newey-West (1987) 

standard errors corrected for autocorrelation using four lags for the sample of Execucomp firm-year observations in 

low-patent industries (25,186 firm-year observations from 2,010 distinct firms). Low-patent industries are industries 

with less than 15 patents per firm-year on average (see Table 1, Panel D). The sample covers fiscal years 1993-2011. 

T-statistics are in parenthesis below coefficient estimates. Bolded coefficient estimates and t-statistics are statistically 

significant (two-tailed p-values < 0.10). Year effects are included but not reported for brevity. In Model I of both 

panels, the dependent variable RetVol is the annualized stock return volatility, measured as the annualized standard 

deviation of daily stock returns over the year. In Model II (Model III) of both panels, the dependent variable 

ChSalesVol (ChEarnVol) is sales (earnings) volatility, measured as the standard deviation of seasonal sales (earnings) 

changes estimated over the two years. See Appendix C for additional variable definitions. To mitigate the influence 

of outliers, all variables are winsorized by year at the 1st and 99th percentiles. 

 

Our primary tests focus on the joint hypothesis that result from two conjectures: (1) product 

development, as measured by new product trademarks, is a risky activity, and (2) CEO risk-taking 

incentives are positively related to firms’ risky activities. If either (1) or (2) were not true, we 

should not find a positive relation between CEO risk-taking incentives and new product 

trademarks. However, to directly validate that trademark-related investments are risky, we 

examine the relation between trademark creation and firm volatility. We conjecture that, if new 

product trademarks measure risky product development, they should be associated with more 

volatile firm performance. Specifically, we estimate the following model for firm i in year t, for 

firms in low-patent industries, where we predict a positive coefficient estimate for β1: 

, 1 1 , 2 , 3 , 4 , , 1( )i t i t i t i t i t j j i tVolatility Log NbTrademarks Volatility Age Size Year               

where Volatility represents RetVol, ChSalesVol or ChEarnVol depending on the model 

specification. RetVol is annualized stock return volatility, measured as the annualized standard 

deviation of daily stock returns over a year, and ChSalesVol (ChEarnVol) is sales (earnings) 

volatility, measured as the standard deviation of seasonal changes in sales (earnings) scaled by 

average total assets, estimated over two years;31 Log(NbTrademarks) is the natural logarithm of 

one plus the number of new product trademarks registered during the year; Age is the natural 

logarithm of one plus the number of months since the firm first appeared on CRSP; and Size is the 

natural logarithm of market value of equity. 

Each regression is estimated using Newey and West (1987) standard errors corrected for 

autocorrelation using four lags (following Greene 2012). In addition to Log(NbTrademarks), we 

include firm characteristics (age and size), and expect each to be negatively associated with firm 

volatility. Additionally, we estimate a model focusing on volatility before trademark registration, 

                                                 
31

 We measure ChSalesVol (ChEarnVol) as the standard deviation of seasonal changes of scaled sales (earnings) in 

line with prior studies (e.g., Jayaraman 2008; Hirshleifer, Lim, and Teoh 2009; Drake, Roulstone, and Thornock 2012). 
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which is more likely to capture uncertainty during the development phase, controlling for prior-

period volatility. The table in this appendix reports results estimated for low-patent industries, 

however results are similar if we include all industries. 

Panel A presents results for the relation between subsequent firm volatility (measured using 

stock return, sales, and earnings volatility) and the number of new product trademarks, after 

controlling for current firm volatility. As predicted, we find a significant positive relation (p-

value < 0.01) between new product trademarks and future stock return volatility (Model I), sales 

volatility (Model II), and earnings volatility (Model III), controlling for current stock return 

volatility, sales volatility, and earnings volatility, respectively. The coefficients on the control 

variables have the predicted signs in all cases except one, in which case the coefficient is 

insignificant (Model II, Age). Volatility is persistent, and older and larger firms are less volatile. 

Because firm volatility in the year of the new trademark is included as a control variable in all of 

these regressions, the results are unlikely to be driven solely by more volatile firms producing a 

larger number of product trademarks.  

In Panel B, we examine firm volatility prior to the new trademark registration year. The 

pre-registration period likely captures the period when the firm is developing the new goods or 

services, and success of these investments is not yet known. Firms with a high number of 

trademarks are likely to have been more actively engaged in product development activities in the 

preceding period, and therefore have higher firm risk in this development phase. The results in 

Panel B are consistent with this view. There is a significant positive relation between the number 

of new product trademarks and pre-registration stock return, sales, and earnings volatility.  

In sum, the results reported in this appendix are consistent with our premise that new 

product trademarks are a measure of risky activity. We do not suggest that these findings imply 

causality. The purpose of these tests is to document that firms with greater product trademark 

creation experience higher firm risk, to validate that trademark creation may be a risky venture. 

For comparison, we also estimate these regressions including Log(NbPatents). Firm risk is 

positively related to new patents, as expected. The economic magnitudes are similar or larger for 

new patents than for new product trademarks. Standardized coefficients are similar for return 

volatility and past sales volatility, but over two times as large for future sales volatility and over 

three times as large for past or future earnings volatility, for patents compared to product 

trademarks.   
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Appendix C 

Variable Definitions 
 

Age Natural logarithm of one plus the number of months since the firm first appeared on CRSP. 

AnalystCoverage Number of analyst forecasts that constitute the most recent consensus before earnings 

announcement for a given year. 

AvgLog(NbTrademarks) Three-year average of the natural logarithm of one plus the number of product trademarks 

registered in the three years pre- or post-SFAS 123(R). 

Bonus CEO’s annual bonus (in $K). 

CompositeMeasure Sum of annual rank of number of new product trademarks and annual rank of new patents, 

scaled to range between zero and one.  

Delta CEO’s pay-performance sensitivity, measured as the dollar change in the CEO’s wealth for 

a one-percent change in stock price. 

Leverage Total liabilities divided by total assets. 

Log(Delta) Natural logarithm of one plus the dollar change in the CEO’s wealth for a one-percent change 

in stock price. 

Log(NbPatents) Natural logarithm of one plus the number of new patents filed during the year. 

Log(NbTrademarks) Natural logarithm of one plus the number of new product trademarks registered during the 

year. 

Log(R&D) Natural logarithm of one plus research and development expense (set as zero when R&D 

expense is missing in Compustat). 

Log(Sales) Natural logarithm of total sales. 

Log(TotalComp) Natural logarithm of the CEO’s annual total compensation, measured as the sum of salary, 

bonus, other annual compensation, value of restricted stock granted, value of new stock 

options granted during the year, long-term incentive payouts, and all other compensation. 

Log(UnvestedOptions) Natural logarithm of one plus the CEO’s unvested stock option holdings (in $K). 

Log(Vega) Natural logarithm of one plus the dollar change in the CEO’s option portfolio for a 0.01 

change in annualized standard deviation of stock returns. 

MarketValueEquity Market value of common equity (in $M). 

NbMonths Number of months since the firm first appeared on CRSP. 

NbTrademarks Number of product trademarks registered. 

OptionComp CEO’s annual stock option compensation, measured as the value of new stock options 

granted as a fraction of total compensation. 

OptionGrants Value of new stock options granted to the CEO during the year (in $K). 

Post123R Indicator variable equal to one (zero) if the observation is in the post-(pre-)SFAS 123(R) 

period. 

R&D Research and development expense divided by total sales (set as zero when R&D expense is 

missing in Compustat). 

ROA ROA is return on assets, measured as earnings before extraordinary items and discontinued 

operations scaled by average total assets.  

RiskIncentives Variable representing OptionComp, Log(Vega) coupled with Log(Delta), or 

Log(UnvestedOptions), 

Salary CEO’s annual base salary (in $K). 

Sales Total sales (in $M). 

Size Natural logarithm of market value of equity. 

StockGrants Value of the stock-related awards (e.g., restricted stock, restricted stock units, phantom stock, 

phantom stock units, common stock equivalent units, etc.) granted to the CEO during the 

year (in $K). 
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TobinQ Market value of total assets divided by the book value of total assets. 

TotalAssets Total assets (in $M). 

TotalComp CEO’s annual total compensation (in $K), measured as the sum of salary, bonus, other annual 

compensation, value of restricted stock granted, value of new stock options granted during 

the year, long-term incentive payouts, and all other compensation. 

Treatment Indicator variable equal to one (zero) if the firm is in the treatment (control) group. 

Vega CEO’s sensitivity to stock return volatility, measured as the dollar change in the CEO’s 

option portfolio for a 0.01 change in standard deviation of stock returns. 
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Figure 1 

Distribution of New Product Trademarks and Patents by Industry 

Execucomp Sample 
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Table 1 

Distribution of New Product Trademarks and Firm-Years, Execucomp Sample 
 

Panel A: Distribution of New Product Trademarks and Firm-Years by Fiscal Year 
 

Year 
New Product Trademarks  Execucomp Firm-Years 

N         %   N     %  

1993 2,110 2.48  2,247 5.22 

1994 2,713 3.18  2,348 5.46 

1995 3,455 4.06  2,532 5.89 

1996 4,286 5.03  2,600 6.04 

1997 4,850 5.69  2,569 5.97 

1998 4,176 4.90  2,555 5.94 

1999 3,893 4.57  2,490 5.79 

2000 4,247 4.98  2,392 5.56 

2001 4,498 5.28  2,323 5.40 

2002 5,681 6.67  2,323 5.40 

2003 5,364 6.30  2,315 5.38 

2004 4,788 5.62  2,287 5.32 

2005 4,628 5.43  2,227 5.18 

2006 5,406 6.34  2,153 5.00 

2007 5,565 6.53  2,056 4.78 

2008 5,839 6.85  1,977 4.60 

2009 4,997 5.86  1,936 4.50 

2010 4,344 5.10  1,878 4.37 

2011 4,369 5.13  1,805 4.20 

All Years 85,209 100.00  43,013 100.00 

 

Panel B: New Product Trademarks Per Firm-Year 
 

  
Nb of 

Firm-Years 
   Min   Q1 Mean Median    Q3   P99 Max Std Dev  

Execucomp Sample  43,013 0 0 2.0 0 1 26 705 8.9  

New Product Trademark Sample  15,595 1 1 5.5 2 5 44 705 14.2  

 

Panel C: New Product Trademark Firm-Years versus Execucomp Firm-Years 
 

Variable 
 

New Product Trademark 

Firm-Years 

N=15,595 

 

Execucomp  

Firm-Years 

N=43,013 

 Trademark vs.  

Execucomp 

p-value of Difference 
 

 Mean Median  Mean Median  Mean Median  
TotalAssets ($M)  13,793.9 1,740.0  7,377.5 1,082.1  <0.01 <0.01  

MarketValueEquity ($M)  9,209.2 1,820.1  4,614.1 998.4  <0.01 <0.01  

Sales ($M)  6,442.7 1,539.7  3,438.8 813.2  <0.01 <0.01  

ROA  0.0431 0.0489  0.0348 0.0428  <0.01 <0.01  

TobinQ  2.0511 1.5591  1.9404 1.4458  <0.01 <0.01  

Leverage (% of TotalAssets)  0.5589 0.5563  0.5584 0.5553  0.80 0.69  

R&D (% of Sales)  0.0470 0.0033  0.0477 0.0000  0.50 <0.01  

NbMonths  288.5 223.0  245.2 178.0  <0.01 <0.01  

Salary ($K)  728.83 689.51  633.98 582.10  <0.01 <0.01  

Bonus ($K)  634.09 208.88  489.56 158.50  <0.01 <0.01  

OptionGrants ($K)  2,118.13 717.17  1,549.37 420.26  <0.01 <0.01  

StockGrants ($K)  969.88 0.00  752.27 0.00  <0.01 <0.01  

TotalComp ($K)  5,459.04 3,139.83  4,238.73 2,266.83  <0.01 <0.01  

OptionComp (% of TotalComp)  0.31 0.27  0.28 0.22  <0.01 <0.01  

Vega ($K)  167.34 65.09  112.38 40.08  <0.01 <0.01  

Delta ($K)  1,007.70 272.30  683.51 196.18  <0.01 <0.01  
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Panel D: Ranking of Low- and High-Patent Industries  

Industry 

Code and Description 

Nb of 

Firm-

Years 

New Patents  New Product Trademarks 

Nb  
(% of Total) 

Avg Nb per 

Firm-Year 
Rank 

 
Nb  

(% of Total) 

Avg Nb per 

Firm-Year 
Rank 

HIGH-PATENT INDUSTRIES          

24: Aircraft 191 3.10 108.11 1  0.68 3.04 11  

36: Electronic Equipment 2,569 23.99 60.07 2  3.36 1.11 33  

35: Computers 1,615 14.37 56.09 3  3.84 2.03 24  

26: Defense 93 0.70 52.08 4  0.66 6.01 5  

23: Automobiles and Trucks 726 5.46 47.51 5  2.91 3.41 9  

9: Consumer Goods 713 4.80 42.50 6  6.57 7.86 3  

48: Miscellaneous 471 2.62 36.12 7  1.51 2.73 15  

14: Chemicals 1,021 4.29 26.82 8  3.52 2.94 12  

38: Business Supplies 674 2.70 25.19 9  2.43 3.07 10  

21: Machinery 1,490 5.16 21.95 10  3.70 2.11 23  

22: Electrical Equipment 541 1.82 21.79 11  1.74 2.74 14  

13: Pharmaceutical Products 1,543 5.14 20.94 12  4.72 2.61 16  

34: Business Services 4,305 12.14 17.94 13  6.39 1.26 30  

37: Measuring and Control Equip. 826 2.02 15.68 14  1.45 1.50 27  

12: Medical Equipment 1,049 2.48 15.19 15  3.13 2.54 18  
          

LOW-PATENT INDUSTRIES          

25: Shipbuilding, Railroad Equip. 67 0.14 14.55 16  0.17 2.16 21  

1: Agriculture 139 0.29 13.30 17  0.27 1.65 26  

17: Construction Materials 739 1.48 12.63 18  0.99 1.14 32  

6: Recreational Products 220 0.38 10.64 19  8.79 34.03 1  

32: Communications 1,014 1.60 10.16 20  5.54 4.66 6  

30: Petroleum and Natural Gas 1,606 2.33 9.30 21  1.38 0.73 38  

5: Tobacco Products 71 0.10 9.12 22  0.58 6.97 4  

39: Shipping Containers 185 0.18 6.25 23  0.20 0.94 35  

15: Rubber and Plastic Products 208 0.16 4.88 24  0.52 2.12 22  

19: Steel Works, Etc. 811 0.58 4.43 25  0.95 1.00 34  

4: Alcoholic Beverages 135 0.09 4.38 26  1.58 9.96 2  

18: Construction 527 0.26 3.14 27  0.50 0.81 36  

16: Textiles 236 0.11 2.82 28  0.71 2.55 17  

2: Food Products 777 0.33 2.72 29  3.12 3.42 8  

10: Apparel 629 0.22 2.21 30  1.66 2.25 19  

7: Entertainment 503 0.14 1.78 31  1.68 2.85 13  

28: Non-Metal and Metal Mining 146 0.04 1.59 32  0.09 0.55 43  

20: Fabricated Products 116 0.02 1.05 33  0.08 0.59 42  

41: Wholesale 1,409 0.16 0.72 34  1.96 1.19 31  

47: Trading 2,268 0.23 0.67 35  1.92 0.72 39  

27: Precious Metals 138 0.01 0.31 36  0.00 0.01 48  

40: Transportation 1,069 0.05 0.31 37  0.94 0.75 37  

8: Printing and Publishing 407 0.02 0.28 38  1.97 4.12 7  

45: Insurance 1,923 0.08 0.26 39  3.05 1.35 29  

42: Retail 2,738 0.08 0.18 40  7.04 2.19 20  

11: Healthcare 843 0.02 0.16 41  0.52 0.52 44  

44: Banking 2,682 0.06 0.15 42  4.31 1.37 28  

31: Utilities 2,085 0.04 0.13 43  0.87 0.35 45  

33: Personal Services 460 0.01 0.11 44  0.32 0.59 41  

3: Candy and Soda 96 0.00 0.04 45  0.07 0.65 40  

43: Restaurants, Hotels, Motels 787 0.00 0.04 46  1.59 1.72 25  

46: Real Estate 68 0.00 0.02 47  0.01 0.12 46  

29: Coal 84 0.00 0.00 48  0.01 0.11 47  
 

 



52 

Table 1 (cont’d) 

 
Notes: 

Panel A presents the distribution by year of the sample of 85,209 new product trademarks registered by 2,354 distinct 

Execucomp firms during fiscal years 1993-2011 and the Execucomp sample (43,013 firm-year observations from 

3,276 distinct firms). Panel B presents the distribution of new product trademarks registered during a year across all 

firms in the Execucomp sample and the Execucomp firms with at least one new product trademark (i.e., “new product 

trademark sample”). Panel C presents selected summary statistics for firm-year observations in the new product 

trademark sample (15,595 firm-year observations from 2,354 distinct firms) and the Execucomp sample (43,013 firm-

year observations from 3,276 distinct firms), which includes the new product trademark sample. Panel C also presents 

comparisons and results of t-tests (Wilcoxon rank-sum tests) of mean (median) differences for each variable. Panel D 

presents the ranking of low-patent and high-patent industries, where low-patent (high-patent) industries have less 

(more) than 15 patents per firm-year on average. Panel D shows the distribution by industry of the Execucomp firm-

year observations, the sample of new patents, and the sample of new product trademarks, as well as the average number 

of new patents per firm-year and new product trademarks per firm-year in each industry, along with the corresponding 

rank across all 48 industries. Ranks are from one (highest number per firm-year) to 48 (lowest number per firm-year). 

In all panels, the sample covers fiscal years 1993-2011, except in Panel D for the number of new patents where the 

sample covers fiscal years 1993-2008. See Appendix C for variable definitions. Industry grouping is based on the 

Fama and French 48-industry classification. To mitigate the influence of outliers, all variables except NbMonths are 

winsorized at the 1st and 99th percentiles. 
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Table 2 

Descriptive Statistics and Correlation Coefficients 

 

Panel A: Descriptive Statistics 
 

Variable  Q1 Mean    Median Q3 Std Dev  

        

Log(NbTrademarks)  0.0000 0.4402 0.0000 0.6931 0.7908  

OptionComp  0.0000 0.2406 0.1757 0.4149 0.2587  

Log(Vega)  2.3859 3.4632 3.6563 4.7747 1.8388  

Log(Delta)  4.2427 5.2807 5.2811 6.3297 1.6792  

Log(UnvestedOptions)  5.1261 6.1483 7.2146 8.4977 3.3523  

Log(TotalComp)  7.0089 7.7941 7.7620 8.5574 1.1555  

Log(Sales)  5.9208 7.0160 6.9596 8.1315 1.6990  

ROA  0.0120 0.0387 0.0368 0.0741 0.1435  

TobinQ  1.0515 1.6162 1.2535 1.7604 1.1164  

Leverage  0.4640 0.6235 0.6174 0.7751 0.3271  

Age  4.4998 5.0923 5.2679 5.8889 1.1171  

Size  6.0158 7.0902 7.0439 8.1940 1.7328  

R&D  0.0000 0.0062 0.0000 0.0000 0.2283  
        

 

Panel B: Pearson (Spearman) Correlation Coefficients in the Lower Left (Upper Right) – 
 

 (A) (B) (C) (D) (E) (F) (G) (H) (I) (J) (K) (L) (M) 

A: Log(NbTrademarks) – 0.10 0.25 0.21 0.20 0.24 0.33 0.05 0.08 0.03 0.13 0.27 0.15 

B: OptionComp 0.10 – 0.48 0.21 0.61 0.37 0.13 0.05 0.14 -0.01 -0.06 0.16 0.06 

C: Log(Vega) 0.27 0.47 – 0.56 0.77 0.65 0.50 0.05 0.10 0.12 0.13 0.55 0.06 

D: Log(Delta) 0.24 0.22 0.51 – 0.52 0.51 0.39 0.25 0.34 -0.01 -0.03 0.56 -0.02 

E: Log(UnvestedOptions) 0.18 0.57 0.75 0.37 – 0.55 0.36 0.15 0.26 0.04 -0.03 0.44 0.05 

F: Log(TotalComp) 0.26 0.36 0.60 0.46 0.41 – 0.61 0.07 0.08 0.15 0.14 0.64 0.05 

G: Log(Sales) 0.37 0.10 0.46 0.39 0.26 0.58 – 0.00 -0.08 0.26 0.42 0.76 0.03 

H: ROA 0.02 0.01 0.07 0.25 0.09 0.06 0.07 – 0.60 -0.51 -0.05 0.14 0.07 

I: TobinQ 0.06 0.12 0.03 0.27 0.11 0.02 -0.13 0.10 – -0.37 -0.15 0.18 0.16 

J: Leverage 0.02 -0.02 0.11 -0.02 0.05 0.10 0.17 -0.50 -0.04 – 0.16 0.16 -0.10 

K: Age 0.14 -0.10 0.11 -0.02 -0.04 0.11 0.38 -0.03 -0.17 0.10 – 0.34 0.07 

L: Size 0.33 0.15 0.51 0.57 0.30 0.59 0.75 0.16 0.11 0.04 0.29 – 0.02 

M: R&D 0.00 0.05 0.00 -0.02 0.01 -0.02 -0.06 -0.20 0.03 0.01 -0.01 -0.02 – 
 

Notes: 

This table presents selected descriptive statistics (Panel A) and correlation coefficients (Panel B) of the variables included 

in Tables 3 through 5 for the sample of Execucomp firm-year observations in low-patent industries (25,186 firm-year 

observations from 2,010 distinct firms). Low-patent industries have less than 15 patents per firm-year on average (see 

Table 1, Panel D). The sample covers fiscal years 1993-2011. In Panel B, Pearson (Spearman) correlation coefficients are 

provided in the lower left (upper right) diagonal. See Appendix C for variable definitions. Industry grouping is based on 

the Fama and French 48-industry classification. To mitigate the influence of outliers, all variables are winsorized by year 

and industry at the 1st and 99th percentiles.  
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Table 3 

CEO Incentives and New Product Trademarks, Low- and High-Patent Industries 

 

, 1 , 1 2 , 1 3 , 1 4 , 1

5 , 1 6 , 1 ,

( ) ( ) ( )i t i t i t i t i t

i t i t j j k k i t

Log NbTrademarks RiskIncentives Log TotalComp Log Sales ROA

TobinQ Leverage Year Industry

    

    

   

 

    

     
 

 

Variable 
Expected 

Sign 

Coefficient 

(t-statistic) 

Low-Patent  High-Patent 

Model I Model II Model III  Model IV Model V Model VI 
         

OptionCompt-1 + 0.0850    0.0796   

  (2.08)    (1.45)   
         

Log(Vega)t-1 +  0.0373    0.0525  

   (4.58)    (4.01)  
         

Log(Delta) ?  0.0012    -0.0048  

   (0.11)    (-0.37)  
         

Log(UnvestedOptions)t-1 +   0.0110    0.0146 

    (3.38)    (3.04) 
         

Log(TotalComp)t-1 ? 0.0010 -0.0087 0.0040  0.0141 0.0023 0.0205 

  (0.08) (-0.68) (0.31)  (0.65) (0.15) (1.27) 
         

Log(Sales)t-1 + 0.2306 0.2221 0.2303  0.2465 0.2480 0.2561 

  (16.16) (14.99) (15.84)  (13.60) (12.50) (13.69) 
         

ROAt-1 ? -0.1114 -0.2039 -0.2357  -0.1500 -0.2739 -0.2641 

  (-1.49) (-1.47) (-1.73)  (-2.27) (-3.20) (-3.24) 
         

TobinQt-1 + 0.0609 0.0671 0.0633  0.0266 0.0382 0.0344 

  (5.22) (5.04) (5.14)  (4.92) (4.77) (4.86) 
         

Leveraget-1 – -0.1636 -0.1318 -0.1509  -0.0272 -0.2027 -0.1864 

  (-2.73) (-1.58) (-1.81)  (-1.82) (-2.93) (-2.77) 
         

Industry Fixed Effects  Included 

Year Fixed Effects 
 

Included 

Nb of Observations 
 

19,083 17,266 17,963  13,441 12,193 12,644 

Adj. R2 (%) 
 

26.47 27.61 27.33  25.11 26.17 25.93 
 

Notes: 

This table presents the results of the above regression. The sample covers fiscal years 1993-2011. T-statistics estimated 

using Huber-White robust standard errors clustered by firm are in parenthesis below coefficient estimates. Bolded 

coefficient estimates and t-statistics are statistically significant (two-tailed p-values < 0.10). Industry and year fixed 

effects are included but not reported for brevity. Models I to III (Models IV to VI) present the results for the sample 

of Execucomp firm-year observations in low-patent (high-patent) industries (25,186 and 17,827 firm-year 

observations from 2,010 and 1,435 distinct firms, respectively). Low-patent (high-patent) industries have less (more) 

than 15 patents per firm-year on average (see Table 1, Panel D). See Appendix C for variable definitions. Industry 

grouping is based on the Fama and French 48-industry classification. To mitigate the influence of outliers, all variables 

are winsorized by year and industry at the 1st and 99th percentiles.  
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Table 4 

CEO Incentives and New Patents, Low- and High-Patent Industries 

 

, 1 , 1 2 , 1 3 , 1 4 , 1

5 , 1 6 , 1 ,

( ) ( ) ( )i t i t i t i t i t

i t i t j j k k i t

Log NbPatents RiskIncentives Log TotalComp Log Sales ROA

TobinQ Leverage Year Industry

    

    

   

 

    

     
 

 

Variable 
Expected 

Sign 

Coefficient 

(t-statistic) 

Low-Patent  High-Patent 

Model I Model II Model III  Model IV Model V Model VI 
         

OptionCompt-1 + 0.0670    0.3385   

  (1.41)    (2.93)   
         

Log(Vega)t-1 +  0.0349    0.1522  

   (2.88)    (5.32)  
         

Log(Delta)t-1 ?  -0.0417    0.0287  

   (-3.33)    (1.02)  
         

Log(UnvestedOptions)t-1 +   -0.0004    0.0446 

    (-0.08)    (4.09) 
         

Log(TotalComp)t-1 ? -0.0088 -0.0127 0.0033  0.1284 0.0731 0.1373 

  (-0.71) (-1.00) (0.26)  (2.54) (1.83) (3.17) 
         

Log(Sales)t-1 + 0.1972 0.2086 0.2018  0.5967 0.5898 0.6319 

  (9.21) (8.63) (8.79)  (14.52) (15.57) (16.86) 
         

ROAt-1 ? -0.3175 -0.8699 -0.9992  -1.2677 -1.8153 -1.7250 

  (-2.21) (-4.32) (-5.08)  (-5.15) (-6.01) (-5.99) 
         

TobinQt-1 + 0.1007 0.1417 0.1240  0.0732 0.0947 0.0978 

  (5.25) (6.39) (5.87)  (5.86) (5.94) (6.54) 
         

Leveraget-1 – -0.2951 -0.3392 -0.3189  -0.5310 -0.9850 -1.0032 

  (-3.88) (-3.30) (-3.21)  (-2.14) (-6.30) (-6.36) 
         

Industry Fixed Effects  Included 

Year Fixed Effects 
 

Included 

Nb of Observations 
 

15,938 14,327 15,006  11,220 10,139 10,574 

Adj. R2 (%) 
 

28.48 29.98 29.55  45.80 48.45 47.92 
 

Notes: 

This table presents the results of the above regression. The sample covers fiscal years 1993-2008. T-statistics estimated 

using Huber-White robust standard errors clustered by firm are in parenthesis below coefficient estimates. Bolded 

coefficient estimates and t-statistics are statistically significant (two-tailed p-values < 0.10). Industry and year fixed 

effects are included but not reported for brevity. Models I to III (Models IV to VI) present the results for the sample 

of Execucomp firm-year observations in low-patent (high-patent) industries (21,869 and 15,525 firm-year 

observations from 1,994 and 1,422 distinct firms, respectively). Low-patent (high-patent) industries have less (more) 

than 15 patents per firm-year on average (see Table 1, Panel D). See Appendix C for variable definitions. Industry 

grouping is based on the Fama and French 48-industry classification. To mitigate the influence of outliers, all variables 

are winsorized by year and industry at the 1st and 99th percentiles.  
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Table 5 

Relation between CEO Incentives and New Product Trademarks  

with Firm Fixed Effects and Controlling for Past New Product Trademarks  
 

, 1 , 1 2 , 1 3 , 1 4 , 1

5 , 1 6 , 1 ,

( ) ( ) ( )i t i t i t i t i t

i t i t j j i i i t

Log NbTrademarks RiskIncentives Log TotalComp Log Sales ROA

TobinQ Leverage Year Firm

    

    

   

 

    

     
 

 

, 1 , 1 2 , 1 3 , 1 4 , 1

5 6 , 1 7 , 1 ,

( ) ( ) ( ) ( )i t i t i t i t i t

i t i t j j k k i t

Log NbTrademarks Log NbTrademarks RiskIncentives Log TotalComp Log Sales

ROA TobinQ Leverage Year Industry

    

     

   

 

    

      
 

 

Variable 
Expected 

Sign 

Coefficient 

(t-statistic) 

Firm Fixed Effects  
 Controlling for Past  

New Product Trademarks 

Model I Model II Model III  Model IV Model V Model VI 
         

Log(NbTrademarks)t-1 +     0.7355 0.7345 0.7369 

      (66.04) (65.59) (65.81) 
         

OptionCompt-1 + 0.0933      0.0257   

  (3.42)      (1.49)   
            

Log(Vega)t-1 +   0.0292     0.0091  

    (3.37)     (3.16)  
            

Log(Delta) ?   0.0043     0.0021  

    (0.46)     (0.58)  
            

Log(UnvestedOptions)t-1 +     0.0062    0.0028 

      (2.11)    (2.15) 
            

Log(TotalComp)t-1 ? -0.0192 -0.0171 -0.0089  0.0007 -0.0006 0.0025 

  (-2.16) (-1.78) (-0.98)  (0.15) (-0.12) (0.52) 
         

Log(Sales)t-1 + 0.1079 0.0897 0.1054  0.0662 0.0630 0.0659 

  (5.62) (4.09) (4.87)  (15.00) (12.81) (14.33) 
         

ROAt-1 ? -0.0300 -0.0273 -0.0211  -0.0092 -0.0037 -0.0048 

  (-0.85) (-0.31) (-0.24)  (-0.34) (-0.06) (-0.08) 
         

TobinQt-1 + -0.0052 -0.0085 -0.0093  0.0208 0.0204 0.0196 

  (-0.49) (-0.73) (-0.86)  (4.88) (4.25) (4.38) 
         

Leveraget-1 – -0.0398 -0.0327 -0.0577  -0.0630 -0.0540 -0.0565 

  (-1.12) (-0.52) (-0.93)  (-3.26) (-2.04) (-2.18) 
         

Industry Fixed Effects 
 

  Included 

Firm Fixed Effects 
 

Included   

Year Fixed Effects 
 

Included  Included 

Nb of Observations 
 

19,083 17,266 17,963  18,282 16,595 17,239 

Adj. R2 (%) 
 

64.72 65.13 65.22  65.01 65.58 65.63 
 

Notes: 

This table presents the results of the above regressions for the sample of Execucomp firm-year observations in low-patent 

industries (25,186 firm-year observations from 2,010 distinct firms) covering fiscal years 1993-2011. Low-patent industries 

have less than 15 patents per firm-year on average (see Table 1, Panel D). T-statistics estimated using Huber-White robust 

standard errors clustered by firm are in parenthesis below coefficient estimates. Bolded coefficient estimates and t-statistics 

are statistically significant (two-tailed p-values < 0.10). In Models I through III (IV through VI), firm (industry) and year 

fixed effects are included. See Appendix C for variable definitions. Industry grouping is based on the Fama and French 48-

industry classification. All variables are winsorized by year and industry at the 1st and 99th percentiles.  
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Table 6 

CEO Stock Option Compensation and New Product Trademarks around SFAS 123(R), 

Difference-in-Differences Analysis with Propensity Score Matching  
 

1 2 3

4 5 6

7 8 9

10 11

( )

( ) ( )

AvgLog NbTrademarks Treatment*Post123R Treatment Post123R

AvgLog TotalComp AvgLog Sales AvgR&D

AvgROA AvgTobinQ AvgLeverage

AvgAnalystCoverage AvgNbTrademarks

   

  

  

  

   

  

  

  

 

 

Variable 
Expected 

Sign 

Coefficient 

(t-statistic) 
      

Treatment*Post123R –  -0.2301   

   (-1.78)   
      

Treatment ?  0.0483   

   (0.57)   
      

Post123R ?  0.3471   

   (3.13)   
      

AvgLog(TotalComp) ?  0.1613   

   (2.56)   
      

AvgLog(Sales) +  -0.0197   

   (-0.52)   
      

AvgR&D +  6.8031   

   (1.10)   
      

AvgROA ?  -1.7306   

   (-1.47)   
      

AvgTobinQ +  0.0395   

   (0.59)   
      

AvgLeverage –  0.0825   

   (0.40)   
      

AvgAnalystCoverage ?  0.0053   

   (0.68)   
      

AvgNbTrademarks +  0.1014   

   (14.74)   
      

Intercept ?  -0.6383   

   (-1.43)   
      

Nb of Observations 
 

 404   

Adj. R2 (%) 
 

 76.21   
 

Notes: 

This table presents the results of a difference-in-differences regression of CEO stock option compensation and product 

trademark registration around the adoption of SFAS 123(R). The sample consists of 370 distinct firms in low-patent 

industries, with at least one trademark registered in both the pre- and post-SFAS 123(R) periods and non-missing 

OptionComp. Low-patent industries have less than 15 patents per firm-year on average (see Table 1, Panel D). For 

each variable, we calculate the three-year pre-SFAS 123(R) and three-year post-SFAS 123(R) averages. For 

Log(NbTrademarks), the pre(post)-SFAS 123(R) period corresponds to fiscal years 2003-2005 (2007-2009), whereas 

for all other variables, the pre(post)-SFAS 123(R) period corresponds to fiscal years 2002-2004 (2006-2008). We sort 

the 370 firms into terciles based on the mean OptionComp from the pre-SFAS 123(R) period. We retain the 123 firms 

in the bottom tercile with the smallest mean pre-SFAS 123(R) OptionComp and the 123 firms in the top tercile with 

the largest mean pre-SFAS 123(R) OptionComp. We then use propensity score matching to construct matched 

treatment-control pairs where the firms in the bottom (top) tercile with the smallest (largest) mean pre-SFAS 123(R) 

OptionComp are the control (treatment) group. We retain all one-to-one treatment-control matches within a caliper 

width of 0.03, resulting in 101 treatment-control pairs. T-statistics estimated using Huber-White robust standard errors 

clustered by firm are in parenthesis below coefficient estimates. Bolded coefficient estimates and t-statistics are 

statistically significant (two-tailed p-values < 0.10). All independent variables are three-year averages over the pre-

SFAS 123(R) period. See Appendix C for variable definitions. To mitigate the influence of outliers, all variables are 

winsorized at the 1st and 99th percentiles.
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Table 7 

CEO Incentives and Innovation Composite Measure 
 

, 1 , 1 2 , 1 3 , 1 4 , 1

5 , 1 6 , 1 ,

( ) ( )i t i t i t i t i t

i t i t j j k k i t

CompositeMeasure RiskIncentives Log TotalComp Log Sales ROA

TobinQ Leverage Year Industry

    

    

   

 

    

     
 

Variable 
Expected 

Sign 

Coefficient 

(t-statistic) 

Execucomp Sample  Low-Patent  High-Patent 

Model I Model II Model III  Model IV Model V Model VI  Model VII Model VIII Model IX 
             

OptionCompt-1 + 0.0383    0.0249    0.0475   

  (3.73)    (2.06)    (2.64)   
             

Log(Vega)t-1 +  0.0152    0.0132    0.0215  

   (5.87)    (4.66)    (4.20)  
             

Log(Delta)t-1 ?  -0.0035    -0.0059    -0.0005  

   (-1.25)    (-1.82)    (-0.10)  
             

Log(UnvestedOptions)t-1 +   0.0040    0.0026    0.0066 

    (3.90)    (2.33)    (3.35) 
             

Log(TotalComp)t-1 ? 0.0057 0.0015 0.0063  -0.0023 -0.0060 -0.0015  0.0147 0.0082 0.0150 

  (1.54) (0.43) (1.79)  (-0.55) (-1.40) (-0.36)  (2.11) (1.39) (2.44) 
             

Log(Sales)t-1 + 0.0737 0.0736 0.0753  0.0715 0.0713 0.0718  0.0789 0.0771 0.0811 

  (23.81) (23.13) (24.59)  (18.49) (17.39) (18.03)  (15.03) (14.61) (16.33) 
             

ROAt-1 ? -0.0885 -0.1438 -0.1446  -0.0720 -0.1698 -0.1967  -0.1273 -0.1800 -0.1714 

  (-3.92) (-4.81) (-4.90)  (-2.53) (-3.46) (-4.13)  (-3.77) (-4.43) (-4.37) 
             

TobinQt-1 + 0.0138 0.0192 0.0176  0.0256 0.0322 0.0289  0.0114 0.0154 0.0146 

  (7.27) (8.20) (8.42)  (6.38) (7.07) (6.62)  (6.04) (6.09) (6.40) 
             

Leveraget-1 – -0.0766 -0.1021 -0.0992  -0.0702 -0.0683 -0.0706  -0.0800 -0.1311 -0.1275 

  (-4.27) (-5.47) (-5.47)  (-3.74) (-2.59) (-2.73)  (-2.50) (-4.89) (-4.85) 
             

Industry Fixed Effects 
 

Included 

Year Fixed Effects 
 

Included 

Nb of Observations  27,158 24,466 25,580  15,938 14,327 15,006  11,220 10,139 10,574 

Adj. R2 (%) 
 

40.76 42.05 41.69  30.63 31.86 31.46  30.81 32.13 31.57 

Notes: 

This table presents the results from the above regression. The sample covers fiscal years 1993-2008. T-statistics estimated using Huber-White robust standard errors 

clustered by firm are in parenthesis below coefficient estimates. Bolded coefficient estimates and t-statistics are statistically significant (two-tailed p-values < 0.10). 

Industry and year fixed effects are included but not reported for brevity. Models I to III present the results for the Execucomp sample (37,394 firm-year observations 

from 3,260 firms), while Models IV to VI (Models VII to IX) present the results for the sample of Execucomp firm-year observations in low-patent (high-patent) 

industries (21,869 and 15,525 firm-year observations from 1,994 and 1,422 distinct firms, respectively). Low-patent (high-patent) industries have less (more) than 

15 patents per firm-year on average (see Table 1, Panel D). See Appendix C for variable definitions. Industry grouping is based on the Fama and French 48-industry 

classification. To mitigate the influence of outliers, all variables are winsorized by year and industry at the 1st and 99th percentiles. 
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Table 8 

CEO Incentives and New Product Trademarks, Low- and High-R&D Industries 

 

, 1 , 1 2 , 1 3 , 1 4 , 1

5 , 1 6 , 1 ,

( ) ( ) ( )i t i t i t i t i t

i t i t j j k k i t

Log NbTrademarks RiskIncentives Log TotalComp Log Sales ROA

TobinQ Leverage Year Industry

    

    

   

 

    

     
 

 

Variable 
Expected 

Sign 

Coefficient 

(t-statistic) 

Low-R&D  High-R&D 

Model I Model II Model III  Model IV Model V Model VI 
         

OptionCompt-1 + 0.0752    0.0899   

  (1.85)    (1.62)   
         

Log(Vega)t-1 +  0.0371    0.0536  

   (4.59)    (4.05)  
         

Log(Delta) ?  -0.0017    -0.0010  

   (-0.16)    (-0.08)  
         

Log(UnvestedOptions)t-1 +   0.0111    0.0146 

    (3.45)    (2.97) 
         

Log(TotalComp)t-1 ? -0.0005 -0.0106 0.0007  0.0156 0.0051 0.0251 

  (-0.04) (-0.84) (0.05)  (0.71) (0.32) (1.51) 
         

Log(Sales)t-1 + 0.2310 0.2236 0.2308  0.2470 0.2476 0.2576 

  (16.51) (15.34) (16.23)  (13.38) (12.20) (13.35) 
         

ROAt-1 ? -0.0801 -0.0674 -0.1145  -0.1670 -0.2983 -0.2808 

  (-1.08) (-0.52) (-0.90)  (-2.35) (-3.31) (-3.29) 
         

TobinQt-1 + 0.0615 0.0645 0.0603  0.0259 0.0354 0.0323 

  (6.07) (5.72) (5.98)  (4.71) (4.34) (4.42) 
         

Leveraget-1 – -0.1571 -0.1277 -0.1423  -0.0268 -0.2275 -0.2172 

  (-2.87) (-1.72) (-1.93)  (-1.79) (-2.82) (-2.73) 
         

Industry Fixed Effects  Included 

Year Fixed Effects 
 

Included 

Nb of Observations 
 

19,429 17,593 18,303  13,095 11,866 12,304 

Adj. R2 (%) 
 

26.49 26.49 26.49  25.41 25.41 25.41 
 

Notes: 

This table presents the results of the above regression. The sample covers fiscal years 1993-2011. T-statistics estimated 

using Huber-White robust standard errors clustered by firm are in parenthesis below coefficient estimates. Bolded 

coefficient estimates and t-statistics are statistically significant (two-tailed p-values < 0.10). Industry and year fixed 

effects are included but not reported for brevity. Models I to III (Models IV to VI) present the results for the sample 

of Execucomp firm-year observations in low-R&D (high-R&D) industries (25,656 and 17,357 firm-year observations 

from 2,046 and 1,416 distinct firms, respectively). Low-R&D (high-R&D) industries have less (more) than $68M in 

R&D expense per firm-year on average. See Appendix C for variable definitions. Industry grouping is based on the 

Fama and French 48-industry classification. To mitigate the influence of outliers, all variables are winsorized by year 

and industry at the 1st and 99th percentiles.  
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Table 9 

CEO Incentives and R&D 
 

, 1 , 1 2 , 1 3 , 1 4 , 1

5 , 1 6 , 1 ,

( ) ( ) ( )i t i t i t i t i t

i t i t j j k k i t

Log R&D RiskIncentives Log TotalComp Log Sales ROA

TobinQ Leverage Year Industry

    

    

   

 

    

     
 

Variable 
Expected 

Sign 

Coefficient 

(t-statistic) 

Execucomp Sample  Low-Patent  High-Patent 

Model I Model II Model III  Model IV Model V Model VI  Model VII Model VIII Model IX 
             

OptionCompt-1 + 0.3993    0.1807    0.6377   

  (5.59)    (2.84)    (4.23)   
             

Log(Vega)t-1 +  0.1119    0.0661    0.2084  

   (7.32)    (5.06)    (6.07)  
             

Log(Delta)t-1 ?  -0.0324    -0.0666    0.0571  

   (-1.92)    (-4.75)    (1.73)  
             

Log(UnvestedOptions)t-1 +   0.0276    0.0085    0.0684 

    (4.42)    (1.40)    (5.24) 
             

Log(TotalComp)t-1 ? 0.0800 0.0727 0.1123  -0.0105 -0.0158 0.0037  0.2071 0.1872 0.2622 

  (2.78) (3.23) (4.87)  (-0.59) (-0.94) (0.21)  (2.83) (3.56) (4.71) 
             

Log(Sales)t-1 + 0.3701 0.3586 0.3734  0.1698 0.1764 0.1674  0.6212 0.5661 0.6395 

  (14.04) (13.01) (13.89)  (5.86) (5.35) (5.35)  (13.62) (13.31) (15.12) 
             

ROAt-1 ? -0.4674 -0.8736 -0.9367  -0.2354 -0.8106 -0.9381  -1.2657 -1.9326 -1.8983 

  (-3.93) (-5.17) (-5.78)  (-1.58) (-3.31) (-3.98)  (-6.83) (-7.39) (-7.84) 
             

TobinQt-1 + 0.1096 0.1389 0.1326  0.1455 0.1966 0.1716  0.1131 0.1199 0.1323 

  (7.89) (7.84) (8.11)  (5.56) (6.95) (6.25)  (6.90) (5.96) (6.91) 
             

Leveraget-1 – -0.1903 -0.5113 -0.5090  -0.1265 -0.1867 -0.1351  -0.2111 -1.0022 -1.1205 

  (-4.29) (-4.30) (-4.41)  (-1.21) (-1.45) (-1.06)  (-3.02) (-5.77) (-6.66) 
             

Industry Fixed Effects 
 

Included 

Year Fixed Effects 
 

Included 

Nb of Observations  32,524 29,459 30,607  19,083 17,266 17,963  13,441 12,193 12,644 

Adj. R2 (%) 
 

62.02 63.46 62.90  33.54 35.04 34.04  45.76 48.79 48.04 

Notes: 

This table presents the results from the above regression. The sample covers fiscal years 1993-2011. T-statistics estimated using Huber-White robust standard errors 

clustered by firm are in parenthesis below coefficient estimates. Bolded coefficient estimates and t-statistics are statistically significant (two-tailed p-values < 0.10). 

Industry and year fixed effects are included but not reported for brevity. Models I to III present the results for the Execucomp sample (43,013 firm-year observations from 

3,276 firms), while Models IV to VI (Models VII to IX) present the results for the sample of Execucomp firm-year observations in low-patent (high-patent) industries 

(25,186 and 17,827 firm-year observations from 2,010 and 1,435 distinct firms, respectively). Low-patent (high-patent) industries have less (more) than 15 patents per 

firm-year on average (see Table 1, Panel D). See Appendix C for variable definitions. Industry grouping is based on the Fama and French 48-industry classification. To 

mitigate the influence of outliers, all variables are winsorized by year and industry at the 1st and 99th percentiles.   


